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Abstract.
Purpose: This study addresses the limitations of current short abstracts of DB-

PEDIA entities, which often lack a comprehensive overview due to their creating
method (i.e., selecting the first two-three sentences from the full DBPEDIA ab-
stracts).

Methodology: We leverage pre-trained language models to generate abstractive
summaries of DBPEDIA abstracts in six languages (English, French, German, Italian,
Spanish, and Dutch). We performed several experiments to assess the quality of
generated summaries by language models. In particular, we evaluated the gener-
ated summaries using human judgments and automated metrics (Self-ROUGE and
BERTScore). Additionally, we studied the correlation between human judgments
and automated metrics in evaluating the generated summaries under different as-
pects: informativeness, coherence, conciseness, and fluency.

Findings: Pre-trained language models generate summaries more concise and in-
formative than existing short abstracts. Specifically, BART-based models effectively
overcome the limitations of DBPEDIA short abstracts, especially for longer ones.
Moreover, we show that BERTScore and ROUGE-1 are reliable metrics for assess-
ing the informativeness and coherence of the generated summaries with respect to
the full DBPEDIA abstracts. We also find a negative correlation between conciseness
and human ratings. Furthermore, fluency evaluation remains challenging without
human judgment.

Value: This study has significant implications for various applications in machine
learning and natural language processing that rely on DBPEDIA resources. By
providing succinct and comprehensive summaries, our approach enhances the quality
of DBPEDIA abstracts and contributes to the semantic web community.

Keywords., Abstractive Summarization, Large Language Models, Knowledge
Graphs.
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Figure 1. An example of shortened abstract of "Marie Curie" entity in DBPEDIA.

1. Introduction

DBPEDIA is one of the most popular knowledge graphs in the Linked Open Data cloud
(LOD) [1]. DBPEDIA has been widely used as a significant resource for accessing and
linking knowledge on the web, particularly in the context of the semantic web and linked
data. Entity abstracts (dbo:abstract) are an essential component of DBPEDIA, as
they provide a concise summary of the Wikipedia page for each entity. Moreover, there
are two types of DBPEDIA abstracts: 1) Full abstracts, which are extracted from first
paragraphs of the corresponding WIKIPEDIA article for each entity. 2) Short abstracts2

are automatically created by selecting the first few sentences (i.e., two-three sentences)
from the full abstracts [2]. Short abstracts are used to provide users with a comprehensive
overview of the most significant information about entities. For example, Google employs
short abstracts of search concepts in the knowledge panel to offer users a concise summary
of the searched entities [3]. However, the method of creating these short abstracts omits
other relevant information in the remaining portion of the full abstract. Figure 1 shows an
example of the shortened abstract of “Marie Curie” entity that is created by truncating3

the first sentences from its full abstract4. This shortened abstract ignores other essential
information such as “The cause of her death was given as aplastic pernicious anaemia, a
condition she developed after years of exposure to radiation through her work”, which is
relevant for understanding Marie Curie’s life and achievements. It is important to note
that some short abstracts of DBPEDIA are unavailable in specific languages.

To address these challenges, we leverage pre-trained language models (LLMs) to
generate abstractive summaries of DBPEDIA entities. Recently advances in pre-trained
language models have led to impressive performance in text summarization tasks, achiev-
ing state-of-the-art performance on various benchmark datasets [4–7]. Inspired by this
success, we employ two state-of-the-art LLMs in our comparative study: i) BART (short
for Bidirectional Auto-Regressive transformers) model, which can generate more ac-
curate and coherent summaries by considering the context of a text in both directions
(left-to-right and right-to-left) [8], ii) T5 (short for Text-To-Text Transfer Transformer)
model is based on a transformer architecture with a self-attention mechanism that uses a
text-to-text approach, i.e., the T5 model is trained to generate an output text based on an

2https://databus.dbpedia.org/dbpedia/text/short-abstracts/
3full text of last sentence is "the first woman to become a professor at the University of Paris"
4https://en.wikipedia.org/wiki/Marie_Curie
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input. This allows the T5 model to be used across various tasks (e.g., text summarization,
question answering, machine translation). To ensure the accessibility and affordability
of our summarization approach, we chose these open-source models (BART and T5)
over commercial models (e.g., GPT-3, GPT-4) which require API subscriptions (e.g.,
OpenAI API) or large computational resources. Moreover, open-source models offer high
adaptability and can be readily fine-tuned on domain-specific datasets with minimal effort.
Furthermore, previous studies have demonstrated that both BART and T5 can generate
summaries of comparable quality to those produced by smaller GPT-3 models [9–11].

We performed several experiments to identify the most suitable pre-trained LLM for
generating abstractive summaries of DBPEDIA abstracts in six languages. We used DBPE-
DIA abstracts in English, German, French, Italian, Spanish, and Dutch as our evaluation
dataset and produced summaries using various LLMs. We then evaluated the quality of
the LLMs-generated summaries against the existing shortened abstracts using both human
judgments and automated metrics. Furthermore, we investigated the correlation between
the automated metrics and human assessments of the summaries’ quality. Our evaluation
results indicated that LLMs are effective tools for creating informative summaries for
DBPEDIA abstracts. However, the choice of LLMs should be adapted to the specific
language. We summarize the main contributions of our study as follows:

• To the best of our knowledge, this is the first study to leverage LLMs to generate
abstractive summaries of DBPEDIA abstracts compared to the existing method that
automatically selects the first few sentences from the full abstracts.

• We compared the performance of different LLMs for generating abstractive sum-
maries in six languages (English, German, French, Italian, Spanish, and Dutch)
using human and automated evaluation metrics

• We analyzed the correlation between the automated metrics (BERTScore and
self-ROUGE) and the human judgments of the quality of generated summaries.

• We provide a resource of abstractive summaries of all DBPEDIA abstracts (v2022)
in English and German.5

2. Related Works

LLMs for abstractive summarization. Recent years have witnessed a growing interest
in summarizing descriptions of real-world entities in knowledge graphs [12, 13]. This task,
known as text summarization, requires selecting the most essential and salient concepts,
entities, and relationships from the knowledge graph, and generating a brief and coherent
summary of them. Text summarization can generally be divided into two categories: i)
extractive summarization [14], which involves selecting the most salient and informative
sentences from a document to create a summary, and ii) abstractive summarization [15],
which involves generating a new summary that conveys the main ideas of the original
document, potentially using new phrases and sentences that were not present in the
original text. Our study focuses on the latter for generating abstractive summaries of
DBPEDIA abstracts.

Abstractive summarization is a text-generation process that aims to produce sum-
maries that are fluent and coherent, as well as informative and concise. Previous works

5https://zenodo.org/record/7600894
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have employed deep neural networks and language generation techniques to achieve
this goal, often using a sequence-to-sequence (Seq2Seq) architecture with an attention
mechanism or transformers. These methods can generate summaries that are more ex-
pressive and natural than extractive summaries, which simply select sentences from the
original document. For example, See et al. [16] proposed the pointer-generator network,
which combines the ability to generate new words with the ability to copy words from
the input text. This hybrid approach allows for the generation of more fluent and accurate
summaries as demonstrated by the evaluation results on the CNN/Daily Mail dataset,
where it outperformed several baselines. Another example is the fine-tuning of pre-trained
language models on large-scale summarization datasets, which can lead to substantial
improvements in abstractive summarization and generate higher-quality summaries [17].
Pre-trained language models such as T5, BART, and GPT-2 have also achieved outstand-
ing performance in generating high-quality summaries in terms of relevance, fluency, and
semantic accuracy [18] Motivated by this success, we propose our approach for employing
pre-trained language models to produce abstractive summaries of DBPEDIA abstracts. To
the best of our knowledge, this is the first study to apply language models to this task.
The existing method for creating summaries of DBPEDIA abstracts (i.e., short abstracts)
simply selects the first few sentences from each entity’s description.

Evaluating LLM-generated summaries. Evaluating the quality of generated summaries
by large language models is a challenging task [19]. One approach is to use manual
evaluation, where human experts are asked to grade the summaries based on their under-
standing and perception of the content [20]. For example, Iskender et al. [21] compared
crowdsourcing ratings with expert ratings and automatic metrics such as ROUGE, BLEU,
or BERTScore on a German summarization dataset. They found that crowdsourcing can
be used as a direct substitute for experts when measuring structure and coherence, but
should be considered carefully when judging overall quality, grammaticality, clarity, and
summary informativeness. On the other hand, researchers have proposed self-evaluation
methods such as BERTScore [22] and Self-ROUGE [23, 24] that compare the quality of
generated summaries with respect to the original text. Specifically, the BERTScore metric
measures the semantic similarity between a generated summary and its corresponding
original text using cosine distance between their contextualized BERT embeddings [22].
For instance, Koroteev [25] demonstrated the use of semantic text-similarity metrics for
evaluating the quality of abstractive summaries in Russian. The author argues that seman-
tic text-similarity metrics are a valuable tool for a variety of natural language processing
(NLP) tasks, such as machine translation, information retrieval, and text summariza-
tion. Due to the lack of gold-standard summaries for DBPEDIA abstracts, we follow the
evaluation methods used by previous works [22, 23, 26] that employed BERTScore and
Self-ROUGE as well as crowdsourcing evaluation to assess the quality of the generated
summaries in our experiments. We provide more details about these evaluation metrics
in Section 4.3.

3. Approach

This section explains the preprocessing steps for the input data (DBPEDIA abstracts),
followed by the description of the pre-trained models used in our study. Figure 2 depicts the
complete pipeline of our approach, which generates abstractive summaries for DBPEDIA
abstracts.
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e.g., DBpedia entity: Marie Curie, (474 words)
Full Abstract

Marie Salomea Skłodowska–Curie (7 November 1867 – 4 July 1934) was a Polish and
naturalized-French physicist and chemist who conducted pioneering research on

radioactivity. She was the first woman to win a Nobel Prize, and the first person to win
the Nobel Prize in two scientific fields. Her husband, Pierre Curie, was a co-winner of
her first Nobel Prize. She named the first chemical element she discovered polonium,

after her native country. She died in 1934, aged 66, of aplastic anemia likely from
exposure to radiation in the course of her scientific research and in her radiological
work at field hospitals during World War I. Poland declared 2011 the Year of Marie

Curie during the International Year of Chemistry.

Generated Summary (119 words)

Abstractive Summary

e.g. BART
Language Model

Pre-trained Language Model

Preprocessing

Figure 2. The pipeline of abstractive summarization of DBPEDIA using language models.

3.1. Preprocessing

We note that advanced language models such as BART and T5 are pre-trained on large-
scale text corpora and can handle variations in capitalization, stopwords, and word
forms [27]. Thus, we do not need to preprocess the text with lowercase, stopword removal,
and stemming or lemmatization before applying these models for text summarization.
However, we need to format the input text according to the specific requirements of the
language models [8, 28]

• Tokenization: Tokenization is the process of breaking down text into smaller units,
called tokens, that can be characters, subwords, or words. Language models require
input text to be tokenized using their own tokenizers, which handle punctuation and
special characters appropriately as well as maintain compatibility with the model’s
preprocessing requirements.

• Truncating and Padding: To ensure a uniform length of input sequences for lan-
guage models, input text that is longer or shorter than a predefined maximum length
needs to be padded or truncated. The padding process involves appending special
tokens, such as ⟨pad⟩, to the end of shorter sequences, while truncation requires
removing excess tokens from longer sequences.

• Formatting: Language models require specific input formatting to distinguish be-
tween different tasks. For a text summarization task, a task prompt (e.g., "summa-
rize") should be used to indicate the desired output.
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• Handling Special Tokens: Language models use a set of unique tokens, like ⟨eos⟩,
⟨bos⟩, ⟨unk⟩, and ⟨pad⟩ to indicate the start/end of a sentence, unknown words,
and padding, respectively. It is essential to incorporate these tokens into the input
text during preprocessing to ensure proper functioning.

• Post-processing: After generating summaries, it may be necessary to conduct post-
processing steps to improve the readability and coherence of the output. These steps
may include removing redundant or irrelevant tokens, reassembling the sentence
structure, and applying appropriate capitalization and punctuation.

3.2. Pre-trained Language Models for Abstractive DBPEDIA Summarization

With the advent of pre-trained language models, the field of NLP has been revolutionized,
resulting in significant improvements in various tasks, including abstractive summariza-
tion [29]. BART [8] and T5 [28] are among the state-of-the-art models for abstractive text
summarization. We summarize each mode as follows:

• BART model is a denoising autoencoder that employs a bidirectional encoder
and a left-to-right decoder. This model is pre-trained on a large-scale corpus by
reconstructing the original text after being corrupted by various noise functions,
such as token masking and sentence permutation. This pre-training strategy enables
BART to learn a rich latent space representation of the input text, which is useful
for generating coherent and contextually relevant summaries. Moreover, BART has
exhibited strong performance in abstractive summarization tasks, outperforming
previous state-of-the-art models on the benchmark summarization CNN/Daily Mail
and XSum datasets [30].

• T5 model is another powerful language model based on the transformer architecture.
It is designed with a unified text-to-text framework, which allows fine-tuning on
different NLP tasks by simply converting them into text-to-text problems. Addi-
tionally, T5’s pre-training objective, which involves reconstructing corrupted input
text, enables it to learn rich representations that can be leveraged for generating
abstractive summaries [31].

4. Evaluation

We conducted our experiments to answer the following research questions:

Q1: Which LLM is suitable for generating summaries of DBPEDIA abstracts in
which language, based on human evaluation and automated similarity metrics?

Q2: What is the correlation between human ratings and automated metrics in eval-
uating the informativeness, coherence, conciseness, and fluency of the generated
summaries?

4.1. Evaluation Dataset

Our goal is to evaluate the performance of pre-trained large language models in sum-
marizing DBPEDIA abstracts. For this purpose, we created a dataset of 600 DBPEDIA
abstracts in six languages (English, German, French, Spanish, Dutch, and Italian), with
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100 abstracts randomly selected for each language. We selected the target languages
based on the availability of Short abstracts dataset except for Japanese due to its special
tokenization process. Table 1 provides a statistical overview including the number of
abstracts in each language and the average number of sentences.

4.2. Models

We employed four different models in our study: three variants of the BART model
(BARTlarge-50, BARTlarge-CNN, and BARTweak-sup) and the pre-trained T5large model. We
provide a brief description of each baseline as follows:

• BARTlarge-50 is a multilingual model with 139M parameters, 12 layers, and a
hidden size of 768 and supported 50 languages [32].

• BARTlarge-CNN is a large-scale variant of BART model with 400M parameters, 12
encoder, and decoder layers. Furthermore, the model was fine-tuned on a collec-
tion of news articles and their golden-standard summaries from CNN/DailyMail
dataset [33].

• BARTweak-sup is a weakly-supervised BART model [34], which is fine-tuned via
incorporating rich external knowledge from CONCEPTNET [35].

• T5LARGE [28] is a pre-trained text-to-text transformer model that can generate text
for different NLP tasks. It has 770M parameters and is trained on a large corpus of
web texts using a masked language modelling objective.

4.3. Evaluation Metrics

Automated Evaluation. To evaluate the quality of LLMs-generated summaries with
respect to the full DBPEDIA abstracts, we employ the following metrics:

• Self-ROUGE is a self-evaluation metric that measures the similarity between the
generated summaries and the original text by computing their n-gram overlaps [36].
Due to the lack of gold-standard summaries for DBPEDIA abstracts, we employ
Self-ROUGE to extract n-grams tokens from both the generated summaries and the
full DBPEDIA abstracts and calculate the Precision, Recall, and F1 scores based
on the n-grams overlaps (ROUGE metric). Following previous works [23, 26, 37],
we selected the top-3 sentences with the highest ROUGE scores (i.e., the ROUGE
scores of each sentence when using the rest of the sentences as the reference
summary) as the reference text (silver-standard summaries) in a greedy manner.

• BERTScore [22] measures the similarity between the generated text and the refer-
ence text using contextualized embeddings from the pre-trained BERT model. In
our study, we employ the full DBPEDIA abstract as a reference text, since there
are no golden summaries for the DBPEDIA abstracts. Moreover, we obtain the em-
bedding vector for each token in LLMs-generated summaries (x = x1,x2, · · · ,x|x|)
and DBPEDIA full abstracts (y = y1,y2, · · · ,y|y|) from the pre-trained BERT model.
Each token xi ∈ x is aligned to the most similar token in yi ∈ y and vice-versa. To
achieve this, we compute the pairwise cosine similarity between each token in the
generated summary (xi ∈ x) and each in its corresponding in the full abstract (yi ∈ y).

The cosine similarity is defined as cos(xi,y j) =
xT

i ·y j
||x||·||y|| . In LLMs, the embeddings

are typically normalized to a unit vector, i.e. ||x|| and ||y|| are 1, therefore this
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Table 1. The statistics of evaluation dataset

English Spanish German French Italian Dutch

Number of abstracts 100 100 100 100 100 100
Average number of sentences 6.5 4.98 5.6 3.4 3.17 6.3

computation is simplified to xT
i · y j. Furthermore, Precision (P), Recall (R), and F1

scores are computed based on BERTscores as follows:

PBERT =
1
|x| ∑

xi∈x
max
y j∈y

xT
i · y j (1)

RBERT =
1
|y| ∑

y j∈y
max
xi∈x

xT
i · y j (2)

F1BERT = 2× RBERT ·PBERT

RBERT +PBERT
(3)

Human Evaluation. In the absence of reference summaries, crowdsourcing services
have become an effective alternative to easily and quickly recruit users (i.e., crowdworkers)
in performing manual evaluations of DBPEDIA abstractive summarization. We used the
SurgeHQ6 crowdsourcing platform to conduct our experiments, as illustrated in Figure 3.
We bounded the evaluation of generated summaries to crowdworkers who are fluent in the
target languages. The evaluation procedure contained two main tasks: i) crowdworkers
were instructed to select the most appropriate summary that best summarized the full
DBPEDIA abstracts. In particular, they compared the summaries LLMs-generated sum-
maries to the shortened DBPEDIA abstracts and ii) they rated each summary, including
the shortened ones, using a 4-point Likert scale, according to the following criteria:

• Informativeness measures how well a generated summary captures the essential
information in the source text. A summary is informative if it accurately represents
the main ideas and critical points of the original content.

• Coherence relates to the logical flow and organization of the summary, ensuring
that the ideas and concepts are clearly presented and connected. A summary is
coherent if it is easily comprehensible and maintains a well-structured narrative
that conveys the main points without confusion.

• Conciseness assesses how effectively a summary expresses the essential infor-
mation from the source text in a clear and succinct manner, without unnecessary
repetition or wordiness. A summary is concise if it conveys the key points using
the minimum number of words possible, making it an efficient representation of
the original content.

6https://www.surgehq.ai/
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Figure 3. An example of a crowdsourcing task for Barcelona city. Human annotators were asked to select the
most informative summary.

• Fluency evaluates the naturalness and readability of the generated summary. A
summary is fluent if it has smooth and effortless expression, with proper grammar,
syntax, and punctuation.

To ensure the reliability of our evaluation, we asked three crowdworkers to assess each
summary using these criteria. We then computed the average scores for all the generated
summaries.

5. Results

To answer Q1, we adopted various evaluation metrics to assess the quality of LLMs-
generated abstracts. Automated summarization techniques such as Self-ROUGE and
BERTScore were used to quantify the models’ performance. A human evaluation was
also conducted to assess the quality of the summaries generated under different aspects.

5.1. Automated evaluation of LLMs-generated summaries

Self-ROUGE evaluation. Table 2 presents the evaluation results of ROUGE scores
for all LLMs-generated summaries and short abstracts. We observe that BARTlarge-50
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Figure 4. An example of a crowdsourcing task for evaluating the informativeness of generated summary.

generates high-quality summaries for most languages, except for Dutch where the short-
ened abstracts outperform the LLMs-generated summaries. Using a common threshold
of p-value = 0.05 for significance testing7, the results indicate a significant difference in
score values (ROUGE-1 p-value ≤ 0.05; ROUGE-2 p-value ≤ 0.06) of BARTlarge-50 and
short abstract.

BERTScore evaluation. Table 3 presents the evaluation results of LLMs-generated
summaries and short abstracts using FBERT as computed in Equation (3). Among all
models, BARTlarge-50 achieves the best performance for most languages, indicating its
effectiveness in generating high-quality summaries of DBPEDIA abstracts in multiple
languages. However, for English, the quality of short abstracts is better by +3.39%.

7We tested if BARTlarge-50 has higher score values than short abstract using hypotheses (H0: No difference
in score values) (H1: BARTlarge-50 has higher score values)
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Table 2. Self-ROUGE evaluation results: ROUGE-1 (R1), and ROUGE-2 (R2)

English Spanish German French Italian Dutch

R1 R2 R1 R2 R1 R2 R1 R2 R1 R2 R1 R2

Short-abstracts 0.58 0.62 0.51 0.45 0.68 0.60 0.70 0.61 0.64 0.54 0.66 0.57
T5 0.52 0.40 0.57 0.45 0.57 0.45 0.65 0.55 0.67 0.59 0.59 0.49
BARTlarge-50 0.61 0.53 0.72 0.66 0.78 0.74 0.83 0.79 0.83 0.80 0.63 0.55
BARTlarge-CNN 0.61 0.53 0.58 0.47 0.61 0.51 0.64 0.55 0.67 0.58 0.58 0.45
BARTweak-sup 0.49 0.34 0.30 0.16 0.24 0.10 0.25 0.12 0.26 0.13 0.34 0.20

Table 3. BERTScore (F1) evaluation results

English Spanish German French Italian Dutch

Short-abstract 0.87 0.75 0.86 0.72 0.86 0.81
T5 0.83 0.68 0.75 0.70 0.81 0.70
BARTlarge-50 0.84 0.75 0.89 0.84 0.88 0.84
BARTlarge-CNN 0.84 0.72 0.76 0.74 0.80 0.73
BARTweak-sup 0.83 0.66 0.67 0.66 0.72 0.68

Therefore, we performed an in-depth analysis based on the number of sentences in each
abstract. We grouped the DBPEDIA abstracts used in our experiments into four categories:
i) up to 3 sentences, same as to the short abstracts consisting of the first three sentences of
the original articles (40% of original abstracts), ii) from 4 to 6 sentences, which is twice the
length of short abstracts (25% of original abstracts), iii) from 7 to 9 sentences, which adds
three more sentences to the previous group (15% of original abstracts), and iv) more than
9 sentences, which forms the final bin (19% of original abstracts). As shown in Figure 5a,
BARTlarge-50 model achieves comparable BERTScores to short abstracts for DBPEDIA
abstracts up to 9 sentences and surpasses them for longer abstracts. For other models, we
observed that BERTScore decrease as original texts become longer. As shown in Figure 5b
BERTScore for short abstracts and summaries generated by BARTlarge-50 compared to
Self-ROUGE summaries are similar. These plots indicate that BARTlarge-50 summaries
achieve higher BERTScore scores than short abstracts, especially for longer texts. Overall,
our results conclude that BARTlarge-50 is an effective resource for generating high-quality
summaries of DBPEDIA abstracts depending on their lengths and can help guide future
research studies.

5.2. Human Evaluation of LLM-generated summaries of DBPEDIA abstracts

We conducted two crowdsourcing experiments to evaluate the generated summaries in six
languages: English, Spanish, German, French, Italian, and Dutch.

In the first experiment, we presented 100 abstracts per language to native speakers
and asked them to choose the most comprehensive summary between a short abstract, or
LLMs-generated summaries by BARTlarge-CNN, BARTlarge-50, or T5. For each abstract,
we used a majority vote of three annotators to select the best summary. Table 4 shows
the percentage of summaries chosen by the annotators for each language and model.
We observe that 36% of the human annotators preferred the generated summaries by
BARTlarge-CNN, 45% preferred the summaries generated by the T5 model in German, and
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Figure 5. BERTScore for abstracts with different sentence lengths in 6 languages.

Table 4. Human evaluation of the LLM-generated summaries in 6 languages. The average rate of annotators’
agreement = 0.71

English Spanish German French Italian Dutch

Short-abstracts 28% 48% 32% 36% 46% 35%
T5 4% 2% 45% 25% 12% 9%
BARTlarge-50 22% 42% 6% 24% 34% 36%
BARTlarge-CNN 36% 8% 6% 15% 7% 16%
BARTweak-sup 9% 0% 11% 0% 1% 4%

36% selected the BARTlarge-50-generated summaries in Dutch. For Spanish, French, and
Italian languages, the annotators selected short abstracts instead. These results suggest
that the length of DBPEDIA abstracts influences human preferences. For shorter abstracts
(less than five sentences), human annotators preferred short abstracts. For longer abstracts
(more than five sentences), they selected the LLMs-generated summaries. This implies that
short abstracts are informative enough in the case of full DBPEDIA abstracts with short
content and do not need further summarization. In contrast, longer DBPEDIA abstracts
can be summarized efficiently using pre-trained large language models.

In the second experiment, we performed another crowdsourcing evaluation to as-
sess the quality of the generated summaries and short abstracts based on four criteria:
informativeness, coherence, conciseness, and fluency. We used a 4-point scale, where 1
is the lowest and 4 is the highest rating. Each summary was compared with the original
DBPEDIA abstract by three crowdworkers, following the same procedure as in the first
experiment. The evaluation results in Table 5 demonstrate that the T5 model outperforms
the other models in terms of informativeness and conciseness, whereas the BARTlarge-50
model performs better in terms of coherence and fluency.

Finally, we performed an in-depth analysis of the generated summaries and short
abstracts based on their length, in the same manner, in Section 5.1. We used the same
categorization of DBPEDIA abstracts based on the number of sentences Figure 6. We
observe that T5 and BARTlarge-50 produced more informative and coherent summaries
than short abstracts for DBPEDIA summaries with more than 9 sentences. Moreover,
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Table 5. Human evaluation of the quality of the LLM-generated summaries (average scores of the English,
German, and Dutch languages). The average rate of annotators’ agreement = 0.69

Model Informativeness Coherence Conciseness Fluency

Short-abstract 2.94 3.28 2.55 3.42
T5 2.99 3.21 3.12 3.21
BARTlarge-50 2.77 3.32 2.18 3.55
BARTlarge-CNN 2.68 3.21 2.81 3.46
BARTweak-sup 2.37 2.51 2.81 2.88

1

2

3

4

len <= 3 3 < len <= 6 6 < len <= 9 9 < len

short abstracts T5 BART large-50
BART large-CNN BART weak-sup

self-ROUGE

(a) Informativeness
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Figure 6. Human evaluation of generated summaries in different criteria for DBPEDIA abstracts (English) with
different sentence lengths.

BARTlarge-50 model created more fluent summaries than short abstracts for most cate-
gories. Interestingly, T5 model produced more concise summaries than short abstracts,
regardless of their length. In summary, the human evaluation indicates that both models
BARTlarge-50 and T5 can produce summaries of equivalent quality. In the automated
evaluation using Self-ROUGE and BERTScore metrics, the BARTlarge-50 model generated
better summaries than other models and short abstracts.
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5.3. Automated and Human evaluation results correlation

To answer Q2, we measured the correlation between the scores of automatic metrics
and human judgments using two non-parametric rank correlation coefficients: Spear-
man’s rank and Kendall’s rank. Specifically, Spearman’s rank correlation coefficient,
denoted by Spearman’s ρ , assesses the linear association between two variables based
on their ranks [38]. Similarly, Kendall rank correlation coefficient, denoted by Kendall’s
τ , evaluates the degree of agreement between two ranked variables [39]. We computed
both coefficients for the single document task [40] and plotted them in Figure 7. These
measures do not require any assumptions about the distribution of the variables or their
joint distribution. Our correlation analysis indicates that BERTScore has the strongest
relationship with human ratings of informativeness, with Spearman and Kendall coeffi-
cients of ρ ≤ 0.61 and τ ≤ 0.49, respectively. Furthermore, ROUGE-1 has the highest
correlation with human assessment of coherence, with Spearman and Kendall coefficients
of ρ ≤ 0.31 and τ ≤ 0.25, respectively. We also observe that conciseness has a negative
correlation with human evaluation in all cases, with Spearman and Kendall coefficients of
ρ ≥−0.62 and τ ≥−0.52, while fluency has a negligible correlation with values close
to 0. Therefore, BERTScore is a recommended measure to assess the informativeness of
generated summaries, while ROUGE-1 can effectively capture the coherence dimension.
However, automatic and human scores for conciseness were negatively correlated, suggest-
ing a potential direction for exploring this relationship in future work. Additionally, none
of the metrics showed a strong correlation with human judgments of fluency, implying an
open challenge.

5.4. Supplemental Material Statement.

Our implementation is open source and can be accessed on the GitHub project.8 We
used the transformer library v4.25.1 from the Huggingface hub to implement our
approach. We recommend following the official guideline9 for setting up and loading the
pre-trained language models (BART, BARTlarge-CNN and T5).

6. Conclusion

In this study, we explored using different language models for generating abstractive
summaries of DBPEDIA abstracts. We observed that the existing shortened abstracts of
DBPEDIA, which are obtained by truncating the full abstracts (i.e., selecting the first two-
three sentences), may not cover all the relevant information. To overcome this limitation,
we propose an abstractive summarization approach based on pre-trained language models
such as BART and T5. We conducted various experiments on a multilingual dataset
of DBPEDIA abstracts in six languages (English, Spanish, German, French, Italian,
and Dutch). We employed automated metrics (Self-ROUGE, BERTScore) and human
evaluation to investigate the best model for each language. Our results demonstrate
that pre-trained language models can generate informative and concise summaries of
DBPEDIA abstracts. However, selecting the most suitable model for each language is

8https://github.com/dice-group/DBpedia-Summarizer
9https://huggingface.co/docs/transformers/index
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Figure 7. Correlation comparison between human and automated evaluations.

crucial. Furthermore, we found a correlation between automated and human evaluation
for assessing informativeness with BERTScore and coherence with ROUGE-1. There is
also a negative correlation for conciseness with human ratings. The evaluation of fluency
is challenging without human involvement. We plan to investigate larger pre-trained
language models in our future studies and fine-tune them on abstractive summarization
datasets such as XL-Sum and Wikisum.
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