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Abstract
Objectives To study the effect of Conditional Release (C.R.) on recidivism. To
compare this effect along different recidivism risk levels, to evaluate whether risk-
assessment-based policies that prioritize people in lower risk categories for release
maximally reduce recidivism.
Methods We use a dataset of 22,726 incarcerated persons released from 87 prison
centers in Spain. We apply multiple causal inference methods including Propensity
Score Matching (PSM), Inverse Propensity score Weighting (IPW), and Augmented
Inverse Propensity Weighting (AIPW) to determine Average Treatment Effect (ATE)
of C.R. on recidivism.
Results Granting C.R. significantly reduces violent and general recidivism risks.
Conclusions The results suggest that C.R. can promote a safe and supervised return to
the community while protecting public safety. ATEs obtained through causal inference
methods suggest that granting C.R. exclusively to low-risk inmates does not lead to
the maximum reduction of recidivism, and hence we propose alternatives to be studied
further.
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Introduction

Studies on US prison population show that almost 1% of the US adult population is
incarcerated which is 5 to 10 times higher than the rates inWestern European and other
liberal democracies (Travis et al., 2014; Loeffler & Nagin, 2022). Looking at the latest
European prison population rate reported in January 2021, about 0.1% of the European
population is incarcerated (Aebi et al., 2022).Although incarceration rates in European
countries are not nearly as high as in the United States, in all countries the rise of “mass
incarceration” over the last half century has caused an increasing attention to assessing
the effects on crime rates as well as the social and economic costs (Raphael & Stoll,
2009; Durlauf & Nagin, 2011; Spelman, 2020; Loeffler & Nagin, 2022).

Measures to address mass incarceration have to consider the tradeoff between the
social and economic costs of potentially unnecessary incarceration and a potentially
increased risk to public safety as more people with a probably higher likelihood of
re-offense are released. However, from a mid-to-long term perspective and according
to the literature of the past decades, this trade-off is not as strong as it initially seems,
especially if we go beyond the simplistic view of its underlying dichotomous decision
(release or no release) and consider a variety of alternative rehabilitation focused
interventions. In fact, for some offender types and depending on the rehabilitation
programme, an extended period of incarceration as opposed to rehabilitation-focused
early release programmes may yield a net-positive effect on overall reoffense rates
(Kuriakose, 2019; Petrich, 2021). Understanding the effects that such programmes
may have on overall recidivism rates can help navigate these considerations.

In this paper, we study the effect of Conditional Release (C.R.) on recidivism. C.R.
can, by definition, help reduce the number of people who are incarcerated. However, it
is unclear how increased availability of C.R. will impact recidivism and public safety.

Some studies suggest that incarceration or the length of incarceration has a deter-
rent effect on recidivism (Drago et al., 2009), whereby people refrain from committing
crimes for fear of the resulting sanctions (Loeffler & Nagin, 2022). Generally, crime
prevention avoids both the costs of crime and the costs of punishment (Marchese di
Beccaria, 1819; Becker, 1968; Cotter, 2020). However, incarceration often fails to
achieve deterrence from recidivism, and triggers punishment and costs (Loeffler &
Nagin, 2022). Incarceration punishment may reduce crime during the incapacitation,
when the person is physically separated from free society, however, beyond that it
has a chastening impact on the incarcerated person. Punishment may affect future
criminality of a person through different mechanisms, some of which such as rehabili-
tationmay reduce future criminal involvement (Bhuller et al., 2020; Gilman&Walker,
2020), whereas others such as social stigma may increase criminal involvement (Link
& Phelan, 2001).

Prison conditions and prison experience are very important in the determination of
the direction and magnitude of the incarceration effect. The effects are heterogeneous
as we can see when comparing the findings of studies on Scandinavia-based prisons,
which are more orientated towards rehabilitation (Benko, 2018; Bhuller et al., 2020;
Lappi-Seppälä, 2012; Hjalmarsson and Lindquist, 2020), with studies on US-based
prisons, which are more orientated towards punishment (Cullen et al., 2000; Beckett &
Sasson, 2003; Weaver, 2007; Cullen & Gilbert, 2012). Other studies have shown that
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prisons do not reduce recidivism, but could have a criminogenic effect that increases
the risk of recidivism (Chen & Shapiro, 2007; Mears & Bales, 2009; Jolliffe & Hed-
derman, 2015). In addition, the effectiveness of intermediate sanctions (penalties that
exist between prison and probation) is mediated only through the provision of appro-
priate cognitive-behavioral treatments (Gendreaue et al., 2000; Cullen et al., 2011).
Prison incarceration with a focus on rehabilitation can be largely crime preventive.
Rehabilitation programs such as employment training services during the sentence,
which is common in Scandinavian countries, correctional substance abuse treatments,
and generally high quality prisons can decrease future criminal involvement, includ-
ing recidivism (Bhuller et al., 2020; Sondhi et al., 2020; Tobón, 2020; Andrews &
Bonta, 2010). In addition to rehabilitation during the sentence, noncustodial sanctions
which are partially or totally alternative to prison such as community sentences, elec-
tronic monitoring and semi-liberty 1 (Cid, 2009; Henneguelle et al., 2016; Yukhnenko,
2019; Statistics, Northern Ireland and Research Agency, 2019; Monnery et al., 2020;
Williams & Weatherburn, 2022; Andersen & Telle, 2022), as well post-prison inter-
ventions such as employment, housing, and social reintegration support can also help
reduce recidivism risk (Western, 2018; Kirk, 2020; Harding & Harris, 2020).

In hopes of reducing incarceration rates without substantially increasing crime,
decision makers commonly use violence risk assessment tools when making non-
custodial decisions such as conditional release. The main purpose of such tools is
to prevent criminal violence and its consequences, but they also help prison manage-
ment identify people with a greater risk of recidivism and allocate rehabilitation efforts
accordingly. Ideally, accurate risk assessment may help place low-risk defendants into
alternative programs to prison (Andrés-Pueyo et al., 2018). Accordingly, cases with an
assigned low risk level have higher chances of receiving conditional release compared
to the cases who are assessed as high risk. In this regard, these tools have to diagnose
correctly and target the proper person to be released early, which in turn may reduce
the recidivism rate (Austin, 2006).

The rest of this paper is organized as follows. After outlining previous studies in
“Relatedwork” section, we summarize “OurContribution”. Risk assessment tools and
conditional release in the legislation of the country under study are described in the
“Risk assessment and conditional release” section. In the “Dataset” section, the data
used in this study is described and analysed with respect to recidivism and conditional
release variables. The procedure and methods are presented in the “Methodology”
section. Results are given in the “Results” section, and they are discussed, and the
paper concluded in the “Discussion and conclusion” section. Finally, limitations of
the study are outlined in the “Limitations” section and prospective research directions
are introduced in the “Futurework” section.

Related work

Criminologists have long studied the effects of punishment or treatment on recidivism,
where they have drawn from various different methods. In this section, we focus on

1 Semi-liberty is an interesting mix of custody and liberty. Offenders under semi-liberty are free during
weekdays, but have to stay at night and during weekends in dedicated correctional facilities, often called
“halfway houses” or “semi-liberty centers” (Monnery et al., 2020).
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causal inference methods such as Instrumental Variables (IV), Regression Disconti-
nuity (RD), and other statistical methods (VanderWeele, 2015).

Instrumental Variables (IV) methods are used to approximate the methodological
conditions of randomized control trials, by conditioning on a variable that is exogenous
to the treatment status and filtering out selection bias that normally contaminates the
estimated impact of treatment on the outcome of interest (Angrist et al., 1996). The
most commonly used instrumental variable in the studies dealing with the effects of
custodial/noncustodial sanctions is the random assignment of cases to judges (Loeffler
& Nagin, 2022). Some research suggests that extraneous factors such as hunger or a
badmood can influence judge decisions (Danziger et al., 2011; Cho et al., 2016; Eren&
Mocan, 2018; Heyes & Saberian, 2019), despite a societal agreement that such factors
should not influence judicial decisions. In particular, it has been observed that the
proportion of favorable rulings decreases with serial order within a session but goes
back to the initial level after a session break that includes eating a meal (Danziger
et al., 2011). Another study revisited this finding and claimed that their analyses do
not provide conclusive evidence for the hypothesis that mood influences legal rulings
(Glöckner, 2016). In fact, the observed downward trend could be explained by selective
dropout of favorable cases due to rational time management, censoring of data and
autocorrelation.

Regression Discontinuity (RD) is another strategy that addresses selection bias in
estimates of treatment effects on the outcome. RD was first developed in education
research (Thistlethwaite & Campbell, 1960). In RD research designs, the assignment
of units to treatments is performed based on a score-based system. In these scoring
systems, when the assignment is discontinuous and deterministic at some threshold
value along the score, any sudden changes in the outcome of interest can be causally
attributed to the effects of treatment (Loeffler & Nagin, 2022).

Other statistical methods include methodologies encompassing regression mod-
els and inverse probability weighting that have been developed for the estimation of
a treatment effect on an outcome. These include methods such as propensity score
matching (PSM) (Rosenbaum & Rubin, 1983), regression adjustment (RA) (Vanstee-
landt & Daniel, 2014), inverse probability weighting (IPW) (Bray et al., 2019), and
augmented inverse probability weighting (AIPW) (Glynn & Quinn, 2010).

OnTable 1,we summarize several causal inference studies on the effects of custodial
and noncustodial sanctions on recidivism. We explain them in the following sections
in two categories of studies on incarceration effects on recidivism and alternatives to
prison effects on recidivism.

Effects of full incarceration and prison time on recidivism

There are many studies on the effect of incarceration on recidivism (Loeffler &
Nagin, 2022). The most used method in these studies is an Instrumental Variables
(IV) approach, which is used to estimate the causal impact of incarceration on recidi-
vism by controlling for an exogenous variation in the assignment of cases (Green &
Winik, 2010; Loeffler, 2013; Mueller-Smith, 2015; Gupta et al., 2016; Harding et al.,
2017; Bhuller et al., 2020). In a study of the District of Columbia’s Superior Court,
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drug-related persons are assigned randomly to different judicial calendars on which
judges gave out sentences that varied substantially in terms of prison and probation
time (Green&Winik, 2010). Their results show that variations in prison and probation
time have no noticeable effect on recidivism rates. Also, in another study on the cases
from the state of Georgia, the causal effect of prison and parole time on recidivism is
estimated by relying on two instrumental variables (Zapryanova, 2020). The results
are consistent, and show that time in parole has no significant effect on recidivism and
time in prison has a negative effect of 1.04 percentage points only if a person recidi-
vates while on parole, which seems to have no effect on overall recidivism. However,
the results are different in a different IV study on data from Norway, which shows
that time spent in prison with a focus on rehabilitation can be preventive and reduces
further criminal behavior (Bhuller et al., 2020). One reason for this could be that the
Norwegian prison system is successful in increasing participation in rehabilitation
programs such as job training and encouraging employment. In an investigation on
data from Texas, using IV estimates, it is found that incarceration generates modest
incapacitation effects and sizable social costs to society (Mueller-Smith, 2015).

In addition to judge IV studies on imprisonment effects, Regression Discontinuity
(RD) is applied in estimating the effects of incarceration on recidivism. An example
of RD research includes estimating the causal effects of prison conditions (custodial
security classification levels) on recidivism which suggests that harsher prison con-
ditions lead to more post-release crime (Chen & Shapiro, 2007). Another RD study
shows that processing juveniles in the adult systemmay not uniformly increase offend-
ing and may reduce offending in some circumstances (Loeffler & Grunwald, 2015).
Also, using the RD approach, it is shown that prison has no effect on the reconviction
rates of persons offended due to drug crimes in Florida (Mitchell et al., 2017).

There are also various studies which examine the effect of incarceration on recidi-
vism using statistical methods. In a study on data from the Florida Department of
Corrections, the effects of "supermax housing" (a highly restrictive type of incarcera-
tion) on 3-year recidivism outcomes is investigated using propensity score matching
analysis. They show that supermax incarceration may increase violent recidivism
(Mears & Bales, 2009). Another study using propensity score matching on cases from
several regions of the UK shows that incarceration slightly increases the chances of
reoffending (Jolliffe & Hedderman, 2015).

Effects of alternatives to prison on recidivism

Multiple studies have sought to determine whether programs providing an alternative
to prison reduce recidivism, and to measure the extent of this reduction (Vass, 1990;
Dynia & Sung, 2000; Cid, 2009).

Most previous research uses IV methods. One study in France, by using IV esti-
mates, shows that converting entire sentences into electronic monitoring (sentence at
home under electronic monitoring instead of incarceration) has long-lasting beneficial
effects on recidivism rates (Henneguelle et al., 2016). The estimates suggest that this
conversion can reduce the probability of reconviction by 6-7 percentage points after
five years. Similarly, in another paper, the effect of an electronic monitoring program
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in Norway is evaluated on the recidivism rate using IV design (Andersen & Telle,
2022). Their results show a reduction of about 15 percent in two-year recidivism rates
and approximately 0.3 offences on average in the one-year recidivism frequency. In a
study in Israel, it is shown that the parole requests of cases appearing further from the
judges’ last break are more often denied by the judges (Meier et al., 2020). Exploit-
ing this behavioral pattern in an instrumental variable, the authors estimate that early
release decisions driven by exogenous factors reduce the propensity to recidivate.

In another study, semi-liberty is also introduced as a suitable alternative to prison
which has a beneficial effect on recidivism (Monnery et al., 2020). In this study, it
is found that under treatment exogeneity and conditional independence, semi-liberty
results in a reduction of 22% to 31% in cases’ recidivism in the five years after release.

There are few Regression Discontinuity (RD) studies on the effect of alternatives
to prison on recidivism. A RD study based on data from England and Wales shows
that early release on electronic monitoring (EM) can reduce the probability of rearrest
by 5 to 7 percent (Marie, 2009). In other research using both IV and RD methods, it
is found that average length of prison stay can be reduced by 7.5 months with a small
impact on recidivism (Rhodes et al., 2018).

Regarding statistical methods, we find comparatively less research on the effect of
alternatives to prison on recidivism. The impact of multiple component treatments on
reoffending of incarcerated people with an alcohol use disorder in England is investi-
gated using multiple treatment effect estimators (RA, IPW, and AIPW, and IPWRA)
(Sondhi et al., 2020). The results show that a Risk Need Responsivity (RNR) program
is the most effective intervention compared to other treatments and represents a lower
recidivism rate for treated cases compared to the control group. By contrast, pharma-
cological treatment results in a statistically significant higher level of reoffending in
treated cases relative to the control group. In another study, a treatment program (named
“Step Up”) for youth and families experiencing Child to Family Violence (CFV) is
evaluated and its effects on the three outcomes of general recidivism, assault-related
recidivism and domestic violence-related recidivism are estimated using an IPW esti-
mator (Gilman & Walker, 2020). The results show that, even when including youth
who did not fully complete the program, there is a significantly lower risk of general
recidivism for treated cases compared to the control group; and for program com-
pleters, the effects are even more pronounced.

The evidence on the effect of incarceration and alternative programs on recidivism
is mixed and seems to depend on location, differences in the objectives of the incar-
ceration system, and type of offense. Comparing these effects in Table 1, we can see
that generally the literature suggests that custodial sanctions have, at best, no effect or
even a criminogenic effect on recidivism, except for rehabilitation-focused incarcera-
tion. However, non-custodial alternative programs to prison mostly show preventative
effects and to a small extent show no effect on recidivism.

Our Contribution
In this work, we use machine learning (ML) supported causal inference methods to

study the effect of Conditional Release (C.R.) on general and violent recidivism risk
within 2 to 5 years of a person’s release from prison. A comparison of the means of
several demographic and penitentiary features between C.R. cases and cases released
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after completing their entire sentences (something called Definitive Release (D.R.))
and between men and women reveal relevant differences between the former and
striking differences between the latter groups. Therefore, we conduct separate analyses
for men and women, by also creating two independent models. A diagram for the
methodology steps used in this paper is shown on Fig. 1.

We use causal inference methods, which involve several computational steps, i.e.,
the creation of a predictive model of C.R. propensity and of predictive models of
general and violent recidivism risks. The models are obtained using different ML
methods. General input features to the models include demographics, penitentiary
variables, and risk items and computed risk scores and levels of a risk assessment
tool named RisCanvi. The best predictions in terms of AUC-ROC (Area Under ROC
Curve) are applied to the causal inference methods to calculate the Average Treatment
Effect (ATE) of C.R. on general and violent recidivism. The causal methods we use
are popular impact evaluation methods in economics and social science in case of
non-random assignment of individuals to alternative policies in observational studies
(Athey, 2015;Athey&Wager, 2019). Themethods includePropensity ScoreMatching
(PSM) (Rosenbaum&Rubin, 1983), Inverse-Propensity scoreWeighting (IPW) (Bray
et al., 2019), and Augmented Inverse-PropensityWeighting (AIPW) (Glynn &Quinn,
2010).

We determine heterogenous effects of C.R. on recidivism by estimating the Con-
ditional Average Treatment Effect (CATE) using Causal Forest and Double Machine
Learning (Athey et al., 2019; Nie & Wager, 2021; Chernozhukov et al., 2016). To
observe the treatment effect consistency with the risk estimated by the RisCanvi risk
assessment tool, we compare ATE values separately for cases that have been estimated
by the RisCanvi tool to have low, medium, or high risk.

In this paper, by recidivism we mean “reincarceration,” which means that the
released inmates are sentenced and return to prison after the commission of a new
crime. There are several limitations to considering reincarceration as recidivismwhich
are mentioned in the “Limitations” section. Although considering recidivism as the

Fig. 1 Methodology diagram
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commission of any new crime incorporates a broad range of outcomes, reincarceration
is a recidivism measurement used in Spain for decades with the aim of reducing mass
incarceration and is applied due to the following reasons:

• Reincarceration is a clear measurement that provides a straightforward way to
track individuals’ interactions and involvement with the criminal justice system
and makes it easier to collect and analyze data. Reincarceration data such as our
data that was captured by the local Rehabilitation Department of the Department
of Justice of Catalonia in Spain, is typically collected and reported consistently by
correctional agencies, making it easier to compare recidivism rates across different
jurisdictions and time periods. This standardized data can also help policymakers
and researchers make informed decisions.

• Reincarceration data can be used to hold the criminal justice system accountable
for decisions related to parole, probation, and reentry programs.

• Tracking reincarceration rates can help policymakers assess the effectiveness
of various criminal justice policies and interventions aimed at reducing rein-
carceration. It allows for evidence-based decision-making regarding changes in
sentencing, rehabilitation programs, and reentry services.When comparing recidi-
vism rates across different jurisdictions or populations, considering reincarceration
as a measure allows for more equitable comparisons, as it accounts for differences
in law enforcement practices, criminal justice policies, and resources.

• Although the optimal result is desistance of any future criminal activity, the pre-
vention ofmore severe crimes represents a positive impact on public safety that has
to be measured (King & Elderbroom, 2014). Hence, in studies (like our research)
that are focused onmore serious crimes such as violent recidivism, reincarceration
is an appropriate metric that can be measured.

Risk assessment and conditional release

Risk assessment instrument

With public safety as one of the fundamental goals of intervention with incarcerated
persons, the need for accurate risk assessments has intensified in recent decades. The
adoption of structured risk assessment tools has made major progress in the past 40
years. Although these tools are far from perfect, they are more accurate compared
to unguided professional judgement used to assess the risk for violence in the 1980s
(Hanson, 2005). These tools are used in many socially relevant contexts such as public
health, information security, project management, auditing, and criminal justice (Raz,
2001; Alberts & Dorofee, 2003; Allen et al., 2006; Anenberg et al., 2016). In the field
of criminal justice, they are applied in different areas such as pre-trial risk assessment,
sentencing, probation, and parole (Kehl&Kessler, 2017; Lowenkamp, 2009;Monahan
& Skeem, 2016; Miron et al., 2021; Wright et al., 1984; Funk, 1999; Meredith et al.,
2007). The risk estimated by these tools can be linked to an intervention consistentwith
the computed risk. The expectation is that persons assessed with low risk should have
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lower rates of being sentenced toprison, shorter sentences, higher rates of beingparoled
and receive lower levels of supervision compared to high-risk cases (Austin, 2006).
However, the goals of community protection do not require an exclusive focus on low-
risk cases, but can also be effectively promoted when more resources and services are
directed towards higher risk cases (Hanson, 2005). Indeed, in the present study, we
show, using causal inference methods, that conditional release as an intervention can
reduce recidivism, and that this reduction ismore pronounced in people deemed higher
risk.

RisCanvi was introduced as a multi-level risk assessment protocol for violence
prevention in the prison system of Catalonia in Spain in 2009 (Andrés-Pueyo et al.,
2018). This protocol is applied multiple times during a person’s period in prison; the
official recommendation is to do this every six months, or at the discretion of the
case manager. RisCanvi is not a questionnaire. Instead, each person is interviewed
by trained professional case workers. Two versions of the RisCanvi protocol were
created, an abbreviated one of 10 items for screening (RisCanvi-S), and a complete
one of 43 items (RisCanvi-C). The risk items are listed in Table 14 in Appendix A.
Risk items can be categorized into five different categories: Criminal/Penitentiary,
Biographical, Family/Social, Clinical, Attitudes/Personality. These items can also be
divided into static factors (which cannot be altered, such as “age of starting violent
activity”) and dynamic factors (which can change, such as “pro-criminal or antisocial
attitudes”). In the original RisCanvi protocol, risk is determined for each incarcer-
ated person relative to four possible outcomes: self-directed violence, violence in the
prison facilities, committing further violent offenses, and breaking prison permits. A
fifth risk score was introduced later for general recidivism (Singh, 2018). The out-
come of RisCanvi-S can be “high-risk” or “low-risk”. If the outcome is low-risk for
all five criteria, the same RisCanvi-S protocol is repeated after six months. Other-
wise, in the case of high-risk levels or significant change in a person’s situation, the
complete version RisCanvi-C is applied. The outcome of RisCanvi-C can be “high-
risk”, “medium-risk”, or “low-risk”.When the risk levels measured by RisCanvi-C are
medium or high, the next evaluation is again a RisCanvi-C; otherwise, RisCanvi-S is
used.

The RisCanvi tool has a performance that is similar to those used internationally
for the same purpose. Much of the tool’s design is based on the Canadian protocol
“Level of Service Inventory-Revised” (Andrews & Bonta, 2000), adapted to the local
context, including a thorough review of the input features (Andrés-Pueyo et al., 2018).
We remark it is fairly different to COMPAS (Brennan et al., 2009), because it is not
a proprietary system, and it has been created by and for a public administration. Its
predictive capacity in terms of AUC is about 0.72 which is neither much higher nor
much lower than protocols used elsewhere, such as the ones used in US (COMPAS
with AUC 0.67 (Brennan et al., 2009), ORAS (Latessa, 2010) with AUC 0.66) and
Canada (PCL-R (Hare, 2003) with AUC 0.72). Considering what is reported in the
literature and what is deployed in various countries, we do not believe that with current
technologies and processes, predictive systems for this task can be substantially more
accurate than this.
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Conditional release

“Conditional release” (abbreviated C.R. throughout this paper) is similar to “parole" in
the USA and is described in detail in the legislation of the country under study. C.R. in
Spain is mainly regulated by article 90 of the Criminal Code, last amended in 2015. It
occurs when an incarcerated person who meets some requirements is released before
completing the full period of the sentence. Cases that are not granted C.R. and are only
released at the end of the sentence are described as “definitive release” (abbreviated
D.R. throughout this paper). Regarding the cases in our study, each penitentiary center
is associated to one court (“Court of Penitentiary Oversight”); each of these courts
often has a single judge. In each center, C.R. requests are proposed by a treatment
committee to the judge for the persons who are in “third degree” classification2 and
have completed, in most cases, 75% or, in some few cases3, 67% of the sentencing
time. Accordingly, when this committee believes that the person presents a low risk
to society if released early, they prepare a request for C.R. and present it to the judge.
This request is based on the risk factors of RisCanvi, but does not explicitly include
the computed RisCanvi level, however, in the majority of cases, a high RisCanvi risk
level makes it unlikely that a request for C.R. will be presented.

Finally, judicial discretion is exercised with respect to C.R. by a Penitentiary Over-
sight Judge. In deciding whether to grant or deny C.R., the judge must consider
elements such as the prisoner’s personality, his/her background, the circumstances
of the crime committed, the relevance of the legal rights that could be affected by a
repetition of the crime, his/her behavior during the serving of the sentence, and family
and social circumstances. The judge can impose conditions including the prohibition
to contact victims, the prohibition to contact people who can help in the commission
of new crimes (e.g., previous criminal associates), and the obligation to maintain a
stable place of residence and to report to a probation officer with a specified regularity.
The judge can also decree a mandatory treatment program, which in the case of drug
addiction treatment includes submitting to mandatory drug testing.

C.R. can reduce recidivism through two mechanisms: by submitting to supervision
and by providing support. Supervision, which in Spain can be considered as similar
to what in the US is Intensive Supervision Probation (ISP), includes oversight of the
conditions imposed by the judge for C.R., under penalty of having the C.R. revoked.
Such conditions are specifically designed to reduce the probability of a newcrimebeing
committed. For instance, if alcohol played a role in the crime(s) leading to prison
sentencing, being forced to undergo a treatment program for alcoholism and being
subject to random testing for alcohol is expected to reduce the likelihood of recidivism.
Support is provided directly through probation officers and social workers who are
employed by the Department of Justice, and indirectly through intermediary Non-
Governmental Organizations (NGOs) that receive subsidies and develop a number of

2 “Third degree” classification in Spain is a semi-freedom regime in which the person may spend up to
16 hours per day outside of prison; this regime is granted by correctional officers after the person has had
good behavior, has received permits to spend brief periods outside of prison, and has returned from those
permits.
3 Persons who participate actively (the law says “continuously”) in treatment programs, or programs for
the reparation of the victims.
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training and treatment programs. The primary goal of the support received is to increase
the human capital (knowledge and skills) and social capital (supportive connections)
of the excarcerated person. Ideally, this support builds the capacity to successfully
overcome important challenges, such as finding a job, and thus reduces the likelihood
of recidivism due to, e.g., being jobless for an extended period of time.

Dataset

The anonymized dataset used in this study has been provided by 87 prison centers
of Catalonia in Spain and consists of 26,305 prison releases between 2010 and 2016
which are definitive (72%) or conditional (28%) releases among 22,726 individuals.4

Our research plan was reviewed by the correctional department in charge of these
centers, who approved our anonymized data access request. The anonymized data
processing was also approved by our university’s data protection officer.

The cases in the dataset have been evaluated with RisCanvi every 6 months. Per-
sons who have only RisCanvi-S evaluation are low-risk cases and cases with both
RisCanvi-S and RisCanvi-C evaluations are the ones who have been evaluated as
high-risk in RisCanvi-S and then assigned to RisCanvi-C. Looking at previous work
on the dynamics of the RisCanvi evaluations (Karimi-Haghighi & Castillo, 2021), the
risk in general tends to be reduced with imprisonment. In other words, there is no
criminogenic effect of imprisonment in this context. For each case, we sought the
latest RisCanvi (RisCanvi-S or RisCanvi-C) evaluation, considering it valid for the
purposes of predicting recidivism if it was done at most 9 months before the release
date. There are many cases without a complete recent evaluation in the 9 months
before their release. As these cases are considered “close” to their date of release, due
to resource constraints and available staff, their evaluation process is not prioritized.
This results in a large number of missing items due to some interviews not being
performed. The largest number of removed samples (about 43% of the total) were due
to incomplete RisCanvi evaluations, although we tried to impute missing items using
their values from the previous valid evaluation. After imputing the missing items in
RisCanvi evaluations (the imputation process is explained in the Appendix A.1) and
removing cases with incomplete evaluations, we remained with 15,029 evaluations
which are presented per release year in Table 2. As can be seen, the number of evalu-
ations has increased with each passing year, as RisCanvi is adopted more consistently
and thoroughly through the entire prison system. This variation might be a potential
limitation of our study, however, in most of the release years (from 2012 to 2016)
which consists of the majority of our dataset (72%), valid evaluations are between
50% and 70%.

We consider 220 features (feature list is found onTable 15 inAppendixB) including
23 demographic features, 146 penitentiary features, 43 RisCanvi items and 8 RisCanvi
risk levels and scores (4 risk levels and 4 risk scores). There were also cases with
missing values (about 10% of the total data) in some demographics and penitentiary

4 Note that there are more prison releases than studied individuals as the data can record more than one
prison release per person. Additionally, a small number of cases, not included in our dataset, are released
due to other reasons, including being pardoned or successfully asking for a retrial finding them not guilty.
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Table 3 Average recidivism rates two to five years after release for people released in 2010-2016 (total no.
of releases = 26,305)

Recidivism type within 2 years within 3 years within 4 years within 5 years

Any (General) 16.4% 19.6% 21.9% 23.6%

Violent 4.2% 5.0% 5.5% 5.8%

features for which there were no values to be imputed. After dropping these cases, as
well as very few special cases (twelve) that underwent RisCanvi evaluation but were
not sentenced, 12,250 cases remain in the final dataset used in our analysis.

Recidivism

We obtained general and violent recidivism rates of the total cases in four follow-up
periods within release date. The rates are shown in Table 3. Logically, the probability
of committing a new crime after being released from prison is non-decreasing over
the span of time spent out of prison.

In Fig. 2, we can also observe general and violent recidivism rates in the four
follow-up periods for each release year. In all the follow-up periods, the highest rates
of general and violent recidivism are observed in the persons released in earlier years
of 2010 and 2011. Comparing recidivism rates of 2016 to recidivism rates of 2010,
we find that there has been a minimum 6 and 2 percentage points decrease in general
and violent recidivism rates, respectively. This decreasing rate is part of a global trend
on the reduction of recidivism and crime rate (Velázquez, 2018; Tonry, 2014).

General recidivism rates have decreased in cases released between 2010 and 2014
in all follow-up periods, but the rates have been unchanged or increased for the cases
released after 2014. There has been a decreasing rate of violent recidivism for the
cases released between 2010 and 2015 within two years of their release. However,
when looking at the recidivism rates for more than 2 years follow-up, this decrease
happens for persons released between 2010 and 2013 and in 2015, while we observe
an increased rate of violent recidivism for release years 2014 (except for the follow-up
period of two years) and 2016 (except for the follow-up period of five years).

Fig. 2 Recidivism rates in four follow-up periodswithin each release year (total no. of releases in 2010-2016
= 26,305)

123



Effect of conditional release on violent and general recidivism

The rate we obtained for general recidivism of the cases released in 2010 (3,494
cases) in the follow-upperiod of fiveyears (28%) is almost inlinewithwhat is estimated
by the Center of Legal Studies and Specialized Training of the community (Capdevila
et al., 2015). They estimate a general recidivism rate of 30% within 5.5 years of the
cases released in 2010 (3,414 cases that are almost the same cases of our study who
were released in 2010). In their report, there is a rate drop of 10 percentage points in
general recidivism of the persons released in 2010 compared to the cases released in
2002.

For different groups of people released between 2010 and 2016, we can observe
general and violent recidivism rates within 5 years of their release in Table 4.

Most groups are self-explanatory:

• Single/other refers to their civil status.
• With deportation are cases in which, normally due to violations of immigration
law, the person is expected to be removed from the country immediately after
being released.

• Base crime types include violent or non-violent crimes against property, crimes
against people, gender-based violence, crimes against sexual freedom, drug-related
crimes, traffic-related crimes, and others.

• Permission is an ordinary short leave from prison during the base sentence due
to some reasons such as death or serious illness of a direct family member of the
person.

• Prison degree can be 1st: cases that are isolated from the general prison population,
2nd: cases who are in general prison population, and 3rd: cases who must spend
8 hours in prison every day but can be outside 16 hours per day.

• With electronic surveillance are cases who have an electronic surveillance mecha-
nism, usually an ankle bracelet. They are in the 3rd degree, but instead of coming
to prison at night, they can sleep at their own home, as the ankle bracelet can send
an alert if they are not at home at night.

• Dependent units are special, managed housing units outside of prison that can be
assigned to those in the 3rd degree.

Comparing recidivism rates of these groups against the base rate (overall preva-
lence), we can see that cases younger than 30 at the time of release, who are national,
with single civil status, pending deportation, who are in prison because of a violent
crime or crime against property, convicted to more than 5 years sentence, with more
than one previous prison entry, with rejected permission or no permission request,
with mostly degree regression during their sentence (i.e., mostly being moved to a
more restricted environment instead of a freer one), having (very) severe rules viola-
tions within prison, with (no) lower points in the prison evaluations, who have been
relocated to another module within prison multiple times, who at least once went to
special supervision, psychiatry, or nursing modules, and persons who were classified
in the 1st and 2nd degree before their release have relatively higher violent and gen-
eral recidivism rates compared to the related base rates. There are lower general and
violent recidivism rates for cases with electronic surveillance and persons who spent
time in dependent units.
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Table 4 Recidivism rates within five years of release for different groups (no. of releases in 2010-2016 in
the final cleaned data = 12,250)

Group Size General recidivism
within 5 years
Base rate: 17.1%

Violent recidivism
within 5 years
Base rate: 4.7%

Male 11,335 (93%) 17.3% 4.9%

Female 915 (7%) 13.7% 2.0%

Age at release time ≤ 30 2,712 (22%) 23.0% 6.9%

Age at release time > 30 9,538 (78%) 15.4% 4.1%

National 7,544 (62%) 19.0% 5.4%

Foreigner 4,706 (38%) 13.9% 3.5%

Single 6,929 (57%) 20.2% 6.0%

Other 5,321 (43%) 13.0% 3.0%

With deportation 1,418 (12%) 22.5% 6.8%

Without deportation 10,832 (88%) 16.4% 4.4%

Violent base crime 4,317 (35%) 19.4% 7.6%

Non-violent base crime 7,933 (65%) 15.8% 3.2%

(Non) violent base crime
against property

3,742 (31%) 27.0% 7.8%

Other types of base crime 8,508 (69%) 12.6% 3.3%

Base crime sentence < 5
years

9,427 (77%) 16.6% 4.0%

Base crime sentence ≥ 5
years

2,823 (23%) 18.6% 7.0%

Previous prison entries > 1 3,231 (26%) 30.2% 8.6%

Previous prison entries ≤ 1 9,019 (74%) 12.4% 3.3%

Permission rejection or no
permission request

3,571 (29%) 26.0% 7.0%

Permission acceptance 8,679 (71%) 13.4% 3.8%

Mostly degree regression 1,797 (15%) 28.6% 9.2%

Others 10,453 (85%) 15.1% 3.9%

(Very) severe rules violations
within prison

4,206 (34%) 26.3% 8.2%

Light/no rules violations
within prison

8,044 (66%) 12.3% 2.9%

(No) lower evaluation points
(level C and D)

4,532 (37%) 24.0% 7.0%

Higher evaluation points
(level A and B)

7,718 (63%) 13.0% 3.4%

Module changes > 7
(median)

5,825 (48%) 20.7% 6.5%

Module changes ≤ 7 6,425 (52%) 13.8% 3.1%

Special supervision module
≥ 1

2,300 (19%) 30.1% 10.1%

No special supervision
module

9,950 (81%) 14.1% 3.5%
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Table 4 continued

Group Size General recidivism
within 5 years
Base rate: 17.1%

Violent recidivism
within 5 years
Base rate: 4.7%

Nursing module ≥ 1 2,262 (18%) 21.0% 7.0%

No nursing module 9,988 (82%) 16.2% 4.2%

Psychiatry module ≥ 1 524 (4%) 30.0% 11.6%

No psychiatry module 11,726 (96%) 16.5% 4.4%

Last prison degree before
release: 1st & 2nd

5,535 (45%) 26.4% 7.7%

Last prison degree before
release: 3rd

6,715 (55%) 9.4% 2.2%

With electronic surveillance 1,572 (13%) 5.2% 1.0%

Others 10,678 (87%) 18.8% 5.3%

In dependent units 414 (3%) 9.9% 2.9%

Others 11,836 (97%) 17.3% 4.8%

Conditional release (C.R.) vs. Definitive release (D.R.)

In line with the main objective of this study to estimate the effect of Conditional
Release (C.R.) on recidivism, we first look at C.R. rates in comparison to recidivism
rates over the years and at descriptive statistics of relevant features for both C.R. cases
and Definitive Release (D.R.) cases separately.

Table 5 shows that the C.R. rate has increased yearly from 22.6% in 2010 to 34.5%
in 2016. While there are year-by-year variations in the amount of this increase in C.R.,
there does not seem to be any discontinuity or sudden change during the observation
period. This increase is part of a strong policy push applied by the Dept. of Justice to
request C.R. for more cases, which has led treatment committees to request for C.R.
more often. It does not reflect any change in C.R. legislation, or any change that we
are aware of in the criteria applied by judges.

The increase in C.R. rates can also be a reason for the recidivism rate decrease
during these years as shown previously in Fig. 2. We can see that in the release years
with the lowest C.R. rate (2010,2011) the recidivism rates within 2 to 5 years follow-up
periods are the highest. Also, in release year 2014, which has a very small increase in
C.R. rate, there has been no or a small recidivism rate decrease within 2 to 5 follow-up
years. Even violent recidivism rates increased within follow-up periods higher than 3
years.

Table 5 Conditional release (C.R.) rate per year (total no. of releases in 2010-2016 = 26,305)

Release year 2010 2011 2012 2013 2014 2015 2016

No. of released cases 3,494 3,766 4,152 4,010 3,999 3,596 3,288

Conditional Release (C.R.) rate 22.6% 24.2% 26.5% 29.9% 30.4% 31.8% 34.5%
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Considering conditional release as an intervention, or treatment that may reduce
recidivism, we show some descriptive statistics of C.R. cases as treatment group in
comparison to the ones of D.R. persons as control group. The comparison is presented
in terms of some demographics, penitentiary features and recidivism within several
years of release in Table 6.

As can be seen, the observed mean difference of D.R. and C.R. cases is statistically
significant in variables such as gender, age at release time, civil status, violent base
crime, deportation, permission request, acceptance, and rejection, number of nursing,
psychiatry, and supervision modules, degree regression and progress, (very) severe
rules violations within prison, number of previous prison entry, base crimes against
people or property, gender-based violence crime, base crimes related to drugs or traffic,
having electronic surveillance, being in dependent units,RisCanvi risks of self-directed
violence, violence in the prison facilities, violent recidivism, and breaking prison
permits, general recidivism within 2 to 5 years, and violent recidivism within 2 to 5
years.

Comparing the mean value of the variables in C.R. and D.R. cases shows the
following. Cases that are less likely to receive C.R. (and hence, more likely to be
released underD.R.) tend to be: caseswith single civil status, who are in prison because
of violent crime or non-violent crimes against property, pending deportation, with no
permission request or rejected permissions, spending time in nursing, psychiatry, or
special supervision modules, with mostly degree regression, who remain in the 2nd
prison degree, having (very) severe rules violations within prison, with previous prison
entry, and having higher risk scores of self-directed violence, violence in the prison
facilities, violent recidivism, and breaking prison permits. On the other hand, cases
that are more likely to receive C.R. tend to be persons with married civil status,
who were more often granted and enjoyed permissions, having always or mostly
degree progressions, who are in prison because of a drug-related crime, with electronic
surveillance, or lived in dependent units.

Both general and violent recidivism are more likely in cases released with D.R.
compared to C.R. General recidivism within 2 to 5 years of prison release happens 12
to 17 percentage points more in cases with D.R. compared to ones with C.R. Violent
recidivism within the same periods happens 3 to 5 percentage points more in cases
with D.R. compared to C.R. We can also compare general and violent recidivism rates
of the C.R. and D.R. cases within 2 to 5 years of their release per each release year in
Fig. 3. We can see at least 14 percentage points and 3 percentage points higher general
and violent recidivism rates respectively for D.R. cases compared to the C.R. persons
in all follow-up periods within each release year.

From this observation alone, however, one cannot conclude thatC.R. causes a reduc-
tion in recidivism risk. C.R. is granted almost exclusively to cases who are deemed
to have lower risk, as the relevant legislation indicates that people who receive C.R.
must have a “favorable individualized prognosis of social reintegration”. Therefore,
we need to control for this selection through causal inference methods, if we want to
study the causal effect of C.R. on recidivism.
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Table 6 Descriptive statistics: control (D.R.) vs. treatment (C.R.) (no. of releases in 2010-2016 in the final
cleaned data = 12,250)

Variable Mean value in control
(D.R.) (8,162 cases)

Mean value in
treatment (C.R.)
(4,088 cases)

P-value (D.R. vs. C.R.)

Male1 0.94 0.89 < 0.0001

Age at release 38.78 40.67 < 0.0001

Single1 0.60 0.50 < 0.0001

Married1 0.19 0.28 < 0.0001

Violent base crime1 0.39 0.28 < 0.0001

Deportation1 0.15 0.04 < 0.0001

Rejected permission1 0.24 0.03 < 0.0001

Accepted and enjoyed
permission1

0.56 0.96 < 0.0001

No permission request1 0.18 0.01 < 0.0001

Number of nursing modules 0.49 0.39 0.001

Number of psychiatry
modules

0.13 0.04 < 0.0001

Number of special
supervision modules

0.82 0.18 < 0.0001

Mostly degree regression1 0.20 0.05 < 0.0001

Mostly degree progress1 0.24 0.52 < 0.0001

Remaining in the 2nd prison
degree1

0.48 0.00 < 0.0001

Always degree progress1 0.20 0.51 < 0.0001

Severe prison rules
violations1

0.25 0.15 < 0.0001

Very severe prison rules
violations1

0.16 0.05 < 0.0001

Number of previous prison
entry

1.55 1.11 < 0.0001

Base crime: Against people 0.15 0.12 < 0.001

Base crime: Gender-based
violence

0.13 0.06 < 0.0001

Base crime: Against
property2

0.24 0.12 < 0.0001

Base crime: Drugs 0.10 0.38 < 0.0001

Base crime: Traffic 0.12 0.09 < 0.0001

With electronic surveillance1 0.05 0.29 < 0.0001

In dependent unit1 0.02 0.06 < 0.0001

Self-directed violence risk
score

10.83 2.57 < 0.0001

Score of violence in the
prison facilities

9.70 1.22 < 0.0001

Violent recidivism risk score 10.26 1.12 < 0.0001
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Table 6 continued

Variable Mean value in control
(D.R.) (8,162 cases)

Mean value in
treatment (C.R.)
(4,088 cases)

P-value (D.R. vs. C.R.)

Breaking prison permits risk
score

0.05 -1.46 < 0.0001

General recidivism1 within 2
years

0.14 0.02 < 0.0001

General recidivism1 within 3
years

0.17 0.04 < 0.0001

General recidivism1 within 4
years

0.20 0.05 < 0.0001

General recidivism1 within 5
years

0.23 0.06 < 0.0001

Violent recidivism1 within 2
years

0.04 0.01 < 0.0001

Violent recidivism1 within 3
years

0.05 0.01 < 0.0001

Violent recidivism1 within 4
years

0.06 0.01 < 0.0001

Violent recidivism1 within 5
years

0.06 0.01 < 0.0001

1 0=no, 1=yes
2 non-violent

Methodology

The distribution of the features (feature list is found in Table 15 in Appendix B) by
gender reveals significant differences between men and women which are explained
in “Gender differences” section. Considering conditional release as a treatment, we
focus on the causal effect of this treatment on general and violent recidivism. The
average treatment effect is obtained in “Average treatment effect (ATE)” section using
statistical methods such as Propensity Score Matching (PSM), Inverse Propensity

Fig. 3 General and violent recidivism rates in C.R. (light-color bars) and D.R. (dark-color bars) cases (total
no. of releases in 2010-2016 = 26,305)
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scoreWeighting (IPW), and Augmented Inverse PropensityWeighting (AIPW). All of
these methods rely on the propensity to treatment which is estimated in “Propensity to
conditional release (C.R.)” section usingMachineLearning (ML)models. In theAIPW
method, we also need to obtain a model for the outcome (general/violent recidivism).
We present the models for both general and violent recidivism prediction in “General
and violent recidivism prediction” section. Finally, in “Conditional average treatment
effect (CATE)” section, we determine the treatment effect heterogeneity by estimating
Conditional Average Treatment Effect (CATE) using Generalized Random Forest and
Double Machine Learning methods.

Gender differences

We observe significant differences between men and women within our dataset, so we
prefer to treat them differently and create separate ML models for these two groups
(Skeem et al., 2016; Collins, 2010; Huebner et al., 2010).

Table 7 shows descriptive statistics of relevant features of this study separately for
men and women. The mean difference is statistically significant for almost all listed
variables. In general, these include differences in the types of crimes committed by
men andwomen, in their behavior and activities within prison and progression to C.R.,
and in their recidivism rates.

Also, testing a globalmodel of propensity to C.R. (which is trained using all popula-
tion consisting bothmen andwomen) onwomen andmen results in different predictive
performances which can be interpreted as an algorithmic bias. So we prefer not to use
a global model to prevent this algorithmic discrimination.

Propensity to conditional release (C.R.)

Weconsider Conditional Release (C.R.) as a treatment, and hence people releasedwith
C.R. are the treatment group, and people released with Definitive Release (D.R.) are
the control group. Among releases between 2010 and 2016, there are 11,335 releases
for men; 32% of them are C.R. (treatment) and 68% are D.R. (control). Similarly,
there are 915 releases for women, 48% of them are C.R. and 52% are D.R.

For both men and women, we estimate the propensity to treatment (C.R.) using dif-
ferent Machine Learning (ML) models such as Logistic Regression (LR), Multi-Layer
Perceptron (MLP) and Random Forest (RF). Input features (feature list is found in
Table 15 in Appendix B) to the models consist of 21 demographics, some penitentiary
features (142 for men and 89 for women, the difference is due to the fact that some
penitentiary centers include only men and some include only women), 43 RisCanvi
items, 8 RisCanvi risk levels and scores (4 risk levels and 4 risk scores). In order to
account for the fact that risk assessment tools are trained on historical data to predict
the risk of recidivism in the future, we split into training and test set accordingly. In
more detail, we use the cases with releases between 2010 and 2014 for training each
model (7,482 cases in men model and 592 for women model) and test the models
using cases released in 2015 and 2016 (3,549 cases in men model and 310 in women
model). In each model, the test set does not include any cases of the training set, which
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Table 7 Descriptive statistics: men vs. women (no. of releases in 2010-2016 in the final cleaned data =
12,250)

Variable Mean value in men
(11,335 cases)

Mean value in women
(915 cases)

P-value (men vs.
women)

National1 0.61 0.67 < 0.001

Single1 0.57 0.51 < 0.001

Violent base crime1 0.36 0.20 < 0.0001

Deportation1 0.12 0.04 < 0.0001

No. of rejected permissions 0.84 0.64 0.1

No. of accepted and enjoyed
permissions

9.68 10.66 < 0.1

No. of activities 16.80 19.90 < 0.0001

No. of nursing modules 0.41 1.03 < 0.0001

No. of special supervision
modules

0.56 1.23 < 0.0001

No. of light prison rules
violations

0.04 0.28 < 0.0001

No. of severe prison rules
violations

0.56 0.80 < 0.0001

No. of very severe prison
rules violations

0.46 0.62 0.001

Mostly degree progress1 0.33 0.39 < 0.0001

Remaining in the 2nd prison
degree1

0.33 0.20 < 0.0001

Always degree progress1 0.30 0.37 < 0.0001

With electronic surveillance1 0.11 0.30 < 0.0001

In dependent unit1 0.03 0.11 < 0.0001

Previous prison entry1 0.83 0.71 < 0.0001

Base crime: Against people 0.14 0.09 < 0.0001

Base crime: Gender-based
violence

0.11 0.02 < 0.0001

Base crime: Against property
(violent)

0.11 0.09 0.1

Base crime: Against
property2

0.20 0.28 < 0.0001

Base crime: Drugs 0.18 0.34 < 0.0001

Base crime: Traffic 0.11 0.05 < 0.0001

Self-directed violence risk
score

8.49 2.93 < 0.0001

Score of violence in the
prison facilities

7.25 2.14 < 0.0001

Violent recidivism risk score 7.84 -0.67 < 0.0001

Breaking prison permits risk
score

-0.44 -0.68 < 0.1

C.R.1 0.32 0.48 < 0.0001
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Table 7 continued

Variable Mean value in men
(11,335 cases)

Mean value in women
(915 cases)

P-value (men vs.
women)

General recidivism1 within 2
years

0.10 0.08 < 0.1

General recidivism1 within 3
years

0.13 0.10 0.01

General recidivism1 within 4
years

0.15 0.12 < 0.01

General recidivism1 within 5
years

0.17 0.14 < 0.01

Violent recidivism1within 2
years

0.03 0.01 < 0.001

Violent recidivism1 within 3
years

0.04 0.01 < 0.0001

Violent recidivism1 within 4
years

0.05 0.02 < 0.001

Violent recidivism1 within 5
years

0.05 0.02 < 0.0001

1 0=no, 1=yes
2 non-violent

is why the total size of the training and test sets are smaller than their related total
population.

Finally, we ensure that the distribution of treatment cases in training and test set of
each model is almost balanced. The percentage of C.R. cases in the training and test
set of the model for men is 31% and 36%, respectively and C.R. cases in the training
and test sets of the women is 47% and 50%, respectively.

General and violent recidivism prediction

To compute the causal effect of conditional release (C.R.) on general and violent
recidivism using the Augmented Inverse Propensity Weighted (AIPW) method, we
construct models for both the outcomes (general and violent recidivism within 2 to
5 years of release) and the propensity to be assigned to C.R. Using different ML
algorithms (such as LR, MLP, and RF) and the same training and test sets used in
C.R. propensity models of men and women, we obtain eight prediction models of
general and violent recidivism outcomes within 2 to 5 years of release for each group.
The input features of these models are the same features used in the models for the
propensity to C.R. plus the actual treatment variable (C.R.).

Average treatment effect (ATE)

Wecompute theAverage Treatment Effect (ATE) of C.R. on general and violent recidi-
vism using various causal inference methods. In order to obtain consistent estimates
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of the causal effect, the following conditions need to hold:

• Stable Unit Treatment Value Assumption (SUTVA) (Angrist et al., 1996): We
assume that the Stable Unit Treatment Value Assumption (SUTVA) holds such
that the recidivism risk of a person is unaffected by the particular assignment of
C.R. to other cases.

• Common Support (Overlap) (Caliendo & Kopeinig, 2008): Common support
means that there is complete ‘overlap’ in the distribution of propensity scores
across treatment and control cases to find adequate matches. This condition is also
satisfied in our study, which is shown in the propensity score distribution plots
(Figs. 4 and 5) in “Results” section.

• Conditional Independence (Dawid, 1979): Conditional independence or uncon-
foundedness requires, that conditional on all confounders used in the model, the
assignment of C.R. is random. This condition cannot be tested but the different
estimates of the propensity to treatment yield notably high AUC values which can
be attributed to the amount and the criminological relevance of the confounders
that we use. This can be seen in “Results” section. This suggests that we include
most of the relevant confounders to predict treatment assignment and the two
recidivism outcomes.

When these conditions have been fulfilled, then there is ‘strong ignorability’ of how
an individual came to be treated relative to the outcome (Rosenbaum & Rubin, 1983).
Strong ignorability implies that no systematic, unobserved, pretreatment differences
exist between treated and control subjects that are related to the response under study
(Joffe & Rosenbaum, 1999).

In the following, we explain the causal inference methods of Propensity Score
Matching (PSM), Inverse Propensity score Weighting (IPW), and Augmented Inverse
Propensity Weighting (AIPW) that we use to obtain the Average Treatment Effect of
conditional release on general and violent recidivism.

Fig. 4 Distribution of the propensity to treatment (C.R.) for men in our sample
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Fig. 5 Distribution of the propensity to treatment (C.R.) for women in our sample

Propensity score matching (PSM)

In the method of propensity score matching (Rosenbaum & Rubin, 1983), we do the
matching by ranges of propensity scores. Thus, we sort the data by propensity scores
and then stratify it into buckets (four in our case) of almost the same size (for men 3
buckets of the exact size of 887 and one bucket with 888 test cases and for women 3
buckets of the exact size of 77 and one bucket with 79 test cases). In our work, we
obtain the ATE by subtracting the mean recidivism of non-treated (control) cases from
treated ones in each bucket.

Inverse-propensity score weighting (IPW)

The basic idea of this method is weighting the outcome measures by the inverse of the
individual’s treatment propensity so that similar baseline characteristics are obtained
(Bray et al., 2019). In this method, the treatment effect for individual i is obtained
using Eq. 1:

T Ei = WiYi
pi

− (1 − Wi )Yi
1 − pi

(1)

Wi indicates treatment (1 for treated and 0 for control cases), pi represents probability
of receiving treatment (propensity score of treatment), and Yi indicates recidivism (1
if recidivate and 0 if not recidivate) for individual i .

The IPW method places more weights on observations from the control group
with a high treatment propensity and vice versa for observations in the treatment
group, improving on the covariate balance. In other words, the untreated units with
higher estimated probability of being treated and the treated units with lower estimated
probability of being treated receive higherweights.At last, themodel is estimated using
data of those that are more similar (thus more comparable) to each other. “Extracting”
data on similar observation units mimics natural experiments.
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If the propensity scores were known (which is the case here), then this estima-
tor will be unbiased for the ATE (Tsiatis, 2006). Furthermore, when the propensity
scores are estimated consistently, then this estimator is consistent for the ATE. In our
study, looking at the propensity score distributions of the treatment and control groups
in “Results” section (Figs. 4 and 5), we can see the consistency of these estimates
especially for men group. The IPW estimator is also widely believed to have poor
small sample properties when the propensity score gets close to zero or one for some
observations. Specifically, treatment cases with very low propensity scores and control
cases with very high propensity scores will provide extreme contributions to the esti-
mate (Glynn&Quinn, 2010). However, in our study, according to the propensity score
distribution of the treatment and control group which is shown in “Results” section
(Figs. 4 and 5), the percentage of treatment cases with very low propensity scores and
control cases with very high propensity scores are very low (less than 1%).

Augmented inverse-propensity weighted (AIPW)

This method combines both the properties of the regression-based estimator and the
IPW estimator. It has an augmentation part (Wi − pi )̂Yi to the IPW method, in which
̂Yi is the estimated probability of recidivism using all features applied to the propensity
scoremodel plus the treatment variable. In other words, in this method, twomodels are
used; a binary regressionmodel for the propensity score, and a regressionmodel for the
outcome variable. So, this estimator yields doubly robust estimations which requires
only either the propensity or outcome model to be correctly specified but not both.
Comparing this estimator to IPW and PSM estimators, it is shown that the AIPW esti-
mator has comparable or lower mean square error than the other two estimators. When
the propensity score and outcome models are both properly specified and, when one
of the models is misspecified, the AIPW estimator is superior (Glynn &Quinn, 2010).
This double-robustness property gives the AIPW estimator a tremendous advantage
over most other estimators in that with the AIPW estimator the researcher has more
hope of getting a reasonable answer in complicated real-world situations where there
is uncertainty about both the treatment assignment process and the outcome model.
We can compute the AIPW treatment effect on individual i as in Eq. 2:

T Ei = WiYi − (Wi − pi )̂Yi
pi

− (1 − Wi )Yi − (Wi − pi )̂Yi
1 − pi

(2)

In IPW and AIPW, we obtain the individual treatment effect T Ei , which is the
difference between the outcomes if the person is treated (treatment) and not treated
(control). In other words, this effect is the difference of recidivism probability when
the person is granted C.R. and not granted C.R. A negative value shows a reduced
recidivism risk and apositive value indicates an increased recidivism risk. The resulting
ATE is the average over all individual treatment effects.

Conditional average treatment effect (CATE)

To determine heterogenous effects of C.R. on recidivism, we estimate the Con-
ditional Average Treatment Effect (CATE) using Generalized Random Forest and
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Double Machine Learning (Athey et al., 2019; Nie & Wager, 2021; Chernozhukov
et al., 2016). Generalized Random Forests are flexible methods for estimating treat-
ment effect heterogeneity with Random Forests. The specific application of this
algorithm to estimate CATE is what researchers call Causal Forests. These estima-
tors are used as final models for CATE estimation within the EconML (econml)
package. CATE is the ATE conditioned on membership in a subgroup. Using
econml.dml.CausalForestDML in the EconML package, we obtain the CATE by con-
sidering a single covariate, while keeping all the other covariates at a fixed value
(median). The econml.dml.CausalForestDML combines a Causal Forest with Dou-
ble Machine Learning to residualize the treatment and outcome, which again yields
doubly robust estimates.

Results

We observe the predictive performance of the Machine Learning (ML) models intro-
duced in “Methodology” section for the propensity to receive conditional release (C.R.)
and general and violent recidivism prediction ofmen andwomen groups in “Predictive
Performance of ML models” section. Due to double-robustness property of the Aug-
mented Inverse Propensity Weighted (AIPW) estimator, we present the computed
Average Treatment Effect (ATE) by this estimator in “Average treatment effect (ATE)”
section for both gender groups. The ATE results obtained by the two other statistical
methods of Propensity Score Matching (PSM) and Inverse Propensity score Weight-
ing (IPW) are shown in Appendix C. In “ATE by risk level” section, we compare the
obtained ATE values in cases with three different risk levels (high, medium, and low)
of the RisCanvi risk assessment tool. Finally, the results of Conditional ATE (CATE)
on membership in different subgroups are given in “Conditional average treatment
effect (CATE)” section.

Predictive Performance of MLmodels

We find that Logistic Regression yields the most accurate prediction of the propensity
to receive conditional release (C.R.) for both men and women. The results are shown
in Table 8 in terms of AUC-ROC which stands for “Area under the ROC (Receiver
Operating Characteristics) Curve”. This metric is used to measure the performance
of the classification models at various threshold settings. ROC is a probability curve
with TPR (True Positive Rate) against FPR (False Positive Rate) and AUC measures
the entire two-dimensional area underneath the ROC curve. The Higher the AUC,
the better the classification model is at distinguishing between positive and negative
classes. Obtained estimates from our ML models are well calibrated for both groups
(calibration curves omitted for brevity). According to the AUC values in Table 8, ML
models show accurate results for both groups especially for men. The models will be
used in the computation of the ATE. We can also observe the distribution of the C.R.
propensity scores in treatment and control groups of men and women in Figs. 4 and
5. As can be seen, for both men and women there is an overlap in the distribution of
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Table 8 AUC-ROC of propensity to conditional release (C.R.) prediction

Group Size (test set) AUC-ROC Model

Men 3,549 0.92 Logistic Regression

Women 310 0.89 Logistic Regression

the propensity scores of treatment and control cases to find adequate matches. This is
a necessary condition to be able to apply our causal inference methods. Also, for both
groups the distributions are well spread between 0 and 1.

We can also observe the predictive performance of theML-based models of general
and violent recidivism within 2 to 5 years of release in terms of AUC-ROC in Table 9.
The algorithm used for all models is Random Forest with 500 estimators and a max-
imum depth of 2. As can be seen, all models show high AUC for both risk outcomes
and in both groups especially for women. In general recidivism prediction, the AUC
value is 0.74-0.77 and 0.84-0.87 for men and women groups respectively. The AUC
results for violent recidivism prediction show values of 0.77-0.80 and 0.78-0.83 for
men and women respectively. These outcome models will be used in the computation
of ATE in the AIPW method.

Average treatment effect (ATE)

Our goal is to determine whether conditional release (C.R.) has a causal effect on
general and violent recidivism within 2 to 5 years of a person’s release. The Average
Treatment Effect (ATE) computed using Augmented Inverse-Propensity Weighting
(AIPW) method is shown on Tables 10 and 11 for men and women respectively. We
can observe negative confidence intervals in all ATE values for general recidivism risk
of men and women, which suggests a causal effect of C.R. in the reduction of general
recidivism risk for both groups within 2 to 5 years of their release. In the ATE values
obtained from AIPWmethod for violent recidivism, negative confidence intervals are
found for men within 3 years and women within 5 years of their release. However,
in the AIPW results obtained for other follow-up periods of the two groups, which
are shown in italics, the confidence intervals contain the value zero, from which we
cannot establish whether there is a change in the violent recidivism risk due to C.R.

TheATE obtained using Propensity ScoreMatching (PSM) is shown inAppendix C
on Tables 16 and 17 for men and women respectively. For men with lower propensity

Table 9 AUC-ROC of general and violent recidivism prediction using Random Forests

Recidivism within 2 years 3 years 4 years 5 years

Men (3,549 cases) General 0.77 0.75 0.75 0.74

Violent 0.80 0.80 0.78 0.77

Women (310 cases) General 0.87 0.86 0.85 0.84

Violent 0.83 0.81 0.78 0.79
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Table 10 AIPW results estimating ATE and its 95% confidence interval [lower-ci, upper-ci]. Almost all of
the confidence intervals, with the exception of those in italics, lie entirely in the negative region

Men (3,549 cases) AIPW on general recidivism AIPW on violent recidivism
lo-ci ATE up-ci lo-ci ATE up-ci

within 2 years -0.06 -0.04 -0.02 -0.02 -0.01 0.002

within 3 years -0.08 -0.05 -0.03 -0.03 -0.02 -0.003

within 4 years -0.08 -0.06 -0.03 -0.03 -0.01 0.01

within 5 years -0.09 -0.06 -0.03 -0.03 -0.01 0.01

to receive C.R., we can observe a more negative ATE of C.R. on both general and
violent recidivism within all follow-up periods. This means that if men with low
probability of getting C.R. (high risk cases) have chances to receive C.R., their general
and violent recidivism probability within 5 years of their release would be respectively
34 percentage points and 11 percentage points lower than if they would not receive
C.R. For women, the effects are similar for the group with the lowest propensity to
receive C.R. but slightly different from the effects for men for the higher propensity
groups. For violent recidivism ofwomen, we find a stronger ATE in buckets with lower
propensity to receive C.R. but in buckets with medium-high and high C.R. probability
there is no significant effect of C.R. on violent recidivism. However, considering all
cases together, the ATE of C.R. on general and violent recidivism (within all follow-up
periods) is negative for both men and women.

The ATE results obtained from Inverse-Propensity score Weighting (IPW) are
shown on Tables 18 and 19 in Appendix C for men and women respectively. Accord-
ing to these results, all confidence intervals in ATE values lie entirely in the negative
region for general and violent recidivism of both men and women. This is a strong
indication that C.R. reduces the risk of violent and general recidivism for men and
women within 2 to 5 years of their release.

ATE by risk level

In this section, we explore the heterogeneity of the computed ATEs by three different
risk levels (high, medium, and low) of violent recidivism risk (REVI risk) as obtained
from the RisCanvi risk assessment tool. In Table 12 violent recidivism base rates

Table 11 AIPW results estimating ATE and its 95% confidence interval [lower-ci, upper-ci]. Almost all of
the confidence intervals, with the exception of those in italics, lie entirely in the negative region

WOMEN AIPW on general recidivism AIPW on violent recidivism
(310 cases) lo-ci ATE up-ci lo-ci ATE up-ci

within 2 years -0.10 -0.06 -0.02 -0.02 -0.01 0.004

within 3 years -0.14 -0.08 -0.02 -0.03 -0.01 0.002

within 4 years -0.16 -0.10 -0.04 -0.04 -0.02 0.001

within 5 years -0.18 -0.12 -0.05 -0.04 -0.02 -0.001
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Table 12 Violent recidivism base rates per REVI level. Violent recidivism probability is higher for men
having higher REVI risk assessments. Result can not be established for women due to the small sample size

Violent recidivism within:
Size 2 years 3 years 4 years 5 years

REVI level men 3,549 women 310 men women men women men women men women

Low 2,594 286 1% 1% 2% 1% 2% 1% 3% 2%

Medium 609 17 6% 6% 8% 6% 10% 6% 10% 6%

High 346 7 9% 0% 11% 14% 12% 14% 13% 14%

are shown for different REVI risk levels. As can bee seen, for men there is a clear
correlation between the base rates and the RisCanvi risk levels in all follow-up periods
which means that the estimated REVI risk level by RisCanvi is consistent with the
violent recidivism rates within 2 to 5 years of release. This correlation is not as clear
for women due to small sample size. Risk level for women is almost always “low
risk” in our sample so that 286 women have low risk, but only 17 have medium risk,
and only 7 have high risk, which makes statistics relating REVI risk and recidivism
unreliable. Hence, we only compare ATE values by different REVI risk levels for men.

On Table 13, the ATE of C.R. on violent recidivism of men (within 2 to 5 years of
release) obtained from AIPW is shown for three different REVI risk levels. Similar
results obtained from IPW estimator are also shown on Table 20 in Appendix C.1.
ATE values with confidence intervals consisting value zero are not reliable and shown
in italics. Comparing other ATE values (with confidence intervals not including value
zeros), we can see the most negative ATE of C.R. on violent recidivism in cases with
medium REVI risk level in both AIPW and IPW results. These results show that
granting C.R. to men with higher REVI risk (medium) yields a stronger reduction
in violent recidivism risk compared to granting C.R. only to the cases with a low
REVI risk level. According to these results, we note that the risk estimated by a risk
assessment tool should not be linked to treatment (C.R.) of a case. By dedicating
more resources toward higher risk detected cases than lower risk ones the community
protection can be effectively promoted (Hanson, 2005).

Conditional average treatment effect (CATE)

We measured Conditional Average Treatment Effect (CATE) in different groupings
according to base crime and criminological features. This is important because it
would be relevant to know if granting C.R. to specific groups could yield a stronger
reduction in recidivism compared to other groups. However, we found no differences
worth reporting (mostly one percentage point or less), and in all groups we studied the
effect of C.R. is a reduction of recidivism, and the reduction is similar in magnitude.

Discussion and conclusion

In this paper we studied the effect of conditional release (C.R.) on violent and general
recidivism of persons who were released from several prison centers in Catalonia in
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Table 13 ATE-AIPW of C.R. on violent recidivism and its 95% confidence interval [lower-ci, upper-ci]
in different REVI risk levels of men. Confidence intervals shown in italics contain zero value and are not
reliable. Granting C.R. to men with medium REVI risk yields a stronger reduction in violent recidivism
risk compared to low REVI risk cases

AIPW on violent recidivism within 2 years AIPW on violent recidivism within 3 years

REVI level lo-ci ATE up-ci lo-ci ATE up-ci

Low (2,594) -0.02 -0.01 -0.003 -0.03 -0.02 -0.01

Medium (609) -0.05 -0.03 -0.01 -0.07 -0.04 -0.01

High (346) -0.05 0.04 0.13 -0.06 0.03 0.12

AIPW on violent recidivism within 4 years AIPW on violent recidivism within 5 years

REVI level lo-ci ATE up-ci lo-ci ATE up-ci

Low (2,594) -0.03 -0.005 0.02 -0.02 -0.001 0.02

Medium (609) -0.09 -0.05 -0.02 -0.08 -0.05 -0.02

High (346) -0.06 0.03 0.12 -0.06 0.03 0.12

Spain between 2010 and 2016. Due to noticeable differences in men and women in our
datasetwith respect to some penitentiary features and the performance of the predictive
models, we treated them differently by creating separate ML models for these two
groups (Skeem et al., 2016; Collins, 2010; Huebner et al., 2010). Considering separate
analysis and modeling for groups with significant differences, as the gender group in
our study, can lead to more reliable and effective results compared to considering a
global behavioral model for all populations.

We computed the Average Treatment Effect (ATE) of C.R. on both general and
violent recidivism of men and women using several statistical causal inference
methods such as Propensity Score Matching (PSM) (Rosenbaum & Rubin, 1983),
Inverse-Propensity scoreWeighting (IPW) (Bray et al., 2019), andAugmented Inverse-
PropensityWeighted (AIPW) (Glynn&Quinn, 2010)methods. In contrast to previous
work, we applied different methods for ATE computation which leads to more robust
results. These methods require a precise prediction of the propensity to receive treat-
ment (C.R.) and the probability of the studied outcome (recidivism). For both the
treatment propensity and the outcome probability we obtain high predictive perfor-
mance in terms of AUC. This suggests that our data explains most of the variations in
treatment and outcome which supports our identification strategy. The obtained ATE
values from all of the methods mostly show that C.R. reduces the risks of violent
and general recidivism of men and women within 2 to 5 years of their release. This
effect of C.R. on recidivism probability reduction can be attributable to the greater
post-release supervision, support mechanism, training, and rehabilitative programs
provided to those granted C.R. in comparison to D.R. cases.

We studied the ATE of C.R. on the risk reduction of groups with different risk
categories. To this end, we compared ATE values of men with 3 different risk levels of
violent recidivism (REVI risk) estimated inRisCanvi risk assessment tool. Comparison
could not be established for women due to the small sample size. The comparison
showed that granting C.R. to men with medium REVI risk can be more effective in
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reducing their violent recidivism probability compared to granting C.R. to the cases
with low REVI risk level.

We believe that the findings of our research can be beneficial for practitioners
and policymakers. These results can be used in the design of processes for C.R. by
sometimes considering higher risk cases, while at the same time trying not to divert
the resources away from the vulnerable groups, as currently there is a tremendous
pressure to focus resources on defendants who are assessed as low-risk (Bonta &
Andrews, 2007; Andrés-Pueyo et al., 2018). As we showed, in some higher risk cases
therewould bemore reduction in their violent recidivismprobability if they are granted
C.R. This can be a response to the question of how we can promote the reduction of
risk and not merely its assessment (Monahan & Skeem, 2016).

We would also emphasize that any jurisdiction that uses structured evaluations and
C.R., should conduct periodic studies, similar to ours, to monitor the effectiveness of
C.R. in recidivism reduction and the efficiency of the risk assessment tool in the C.R.
assignment process.

Additionally, we believe our results may also contribute to supporting the idea
of doing structured evaluations in countries where they are not currently done, as
efficient use of such structured tools in conjunction with C.R. may lead to reductions
in recidivism.

Policy Implications
A recommendation that these results suggest is that the risk estimated by a risk

assessment tool should not be the only basis for granting treatment (C.R.). In fact, our
results show that granting C.R. to higher risk detected cases can yield improvements
in community safety by reducing overall recidivism rates. However, risk assessment,
as currently used, mainly serves as a motivation to grant C.R. to low-risk incarcerated
persons.This usagehas twomainproblems: First, it assumes risk is static, but according
to the “third generation” of risk assessment tools, we should address dynamic factors
that can be changed to reduce risk. Instead of determining risk, we should move
towards needs assessment and intervention, based on the risk-need-responsivity (RNR)
principle, and look at what needs an individual has that can be met to reduce their risk
(Bonta, 1996; Barabas et al., 2018). Causal inference methods that we used in this
study are applicable in such frameworks which do not assume a fixed future for a
person. These methods can help understand how risk can be changed, and hence
design effective interventions. According to the RNR principle, to achieve effective
rehabilitation, risk instruments have to be evidence-based and level of rehabilitation
service should go with the level of risk, type of criminogenic need, and learning style
and motivations (responsivity) of the individual being treated (Bonta & Andrews,
2007).

Second, even if the risk assessment tool is used to determine risk, it is unclear that
the best for society is to grant C.R. only to low-risk cases, as a robust conclusion
from our analysis is that C.R. greatly reduces the chances of recidivism for higher risk
cases. This may seem to contradict the literature related to risk estimates for flight
risk (Kleinberg, 2018), which uses such estimates to grant bail to low-risk defendants.
However, pre-trial and C.R. applications of risk assessment instruments, which tend to
be considered as two analogous settings by computer scientists, should not be treated
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in the same way. Hence, we believe that the connection between risk assessment and
C.R. requires a deep examination in light of these results.

This causal inference study for C.R. application provides a path towards effectively
supporting incarcerated persons, less incarceration, and prison systems with capacity
of C.R. programs in which cost of C.R. is lower than the cost of incarceration. Also,
causal inference methods such as the ones we used allow to perform observational
studies, as criminal justice is a domain in which some types of direct experimentation
might be unethical or harmful. We also used a large dataset and our results hold across
substantially diverse prison centers. We stress that the methodology we described is
broadly applicable. Our findings are likely to be specific to this particular dataset, but
show the general effectiveness of the methodology in this setting.

Limitations

Considering reincarceration as recidivism (“penal recidivism”) has some limitations,
including narrow scope due to underreporting crimes (Beck & Shipley, 1989), differ-
ential legal outcomes with respect to some demographics (Pettit & Gutierrez, 2018;
Ropes Berry, 2020), and ignoring the public safety impact of some non-imprisonable
low-risk offenses (Roberts, 2004). However, studies of reincarceration have been used
in Spain for several years to understand how to reduce mass incarceration, and this has
the potential to enhance the monitoring of individuals’ interactions and their engage-
ment with the criminal justice system, while also ensuring accountability within the
criminal justice system itself.

We are studying a dynamic setting in which the usage of RisCanvi increases over
the years. While in the majority of our dataset we observe between 50% and 70% of
valid evaluations (valid evaluation is at most 9 months prior to release), this variation
might be a potential limitation of our study.

In causal inference studies, one of the conditions that needs to be satisfied to
obtain consistent estimates of the causal effect is conditional independence or uncon-
foundedness, which cannot be tested. This condition requires that, conditional on all
confounders used in the model, the assignment of treatment is random. The high AUC
values we obtained in predicting treatment assignment and risk outcomes suggests
that this assumption is supported.

Future work

Some potential areas for future research, drawn from this study, can be outlined as
follows.

In causal inference studies, more scenarios can be defined to design an intervention
using other features or different combinations of features. Additionally, changes in
the situation of an inmate other than C.R. can also be considered interventions, such
as being classified in the 3rd prison degree – people who must spend 8 hours in prison
every day but can be outside up to 16 hours per day.

Given that risk evaluations are done periodically, there exists the possibility of
studying the effect of C.R. on recidivism for cases with different risk evolution curves
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prior to their release. This can in principle help in treatment assignment decisions, if
current reductions in risk are found to be correlated with future risk reductions.

In addition to the statistical causal inference methods we used in this study, other
causal inference methods can also be used to measure the effect of a treatment on an
outcome, such as instrumental variables (Angrist et al., 1996) and regression discon-
tinuity (Thistlethwaite & Campbell, 1960).

Other risks that are relevant for the management of prisons can also be investigated
using the methodologies we used in this study. These include self-directed violence,
violence to other inmates or prison staff, and risk of breaking prison permits.

Appendix

A RisCanvi risk items

Risk items of the two RisCanvi versions (RisCanvi-C and RisCanvi-S) are shown on
Table 14 (Andrés-Pueyo et al., 2018). There are 6 items which are common in both
versions.

A.1 RisCanvi items imputation

The number of items in RisCanvi-S (10 items) is less than RisCanvi-C (43 items).
However, 6 items of RisCanvi-S match 6 items in RisCanvi-C and the remaining 4
items are combinations of other RisCanvi-C items. To have 43 numbers of items,
which is also more informative, in cases with only RisCanvi-S evaluation (these are
low-risk cases), we imputed the 33 remaining items using low risk values of RisCanvi-
C dynamic items and values of penitentiary or demographic features in case of static
items. For the cases with RisCanvi-C as the latest valid evaluation (which is at most 9
months before the release date), if there is a valid RisCanvi-S evaluation before that,
we use its non-empty items to impute the missing items in the RisCanvi-C.

Table 14 RisCanvi risk items

RisCanvi Complete items (S = shared with Screening)

(1) Violent base offense

(2) Age at the time of the base offense

(3) Intoxication during performing the base offense

(4) Victims with injuries

(5) Length of criminal convictions

(6) Time served in prison

(7) History of violence (S)

(8) Start of the criminal or violent activity (S)
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Table 14 continued

RisCanvi Complete items (S = shared with Screening)

(9) Increase in frequency, severity and diversity of crimes

(10) Conflict with other incarcerated persons

(11) Failure to accomplishment of penal measures

(12) Disciplinary reports

(13) Escape or absconding

(14) Grade regression

(15) Breaching prison permit

(16) Poor childhood adjustment

(17) Distance from residence to prison

(18) Educational level

(19) Problems related with employment

(20) Lack of financial resources (S)

(21) Lack of viable plans for the future

(22) Criminal history of family or parents

(23) Difficulties in the socialization or development in the origins family

(24) Lack of family or social support (S)

(25) Criminal or antisocial friends

(26) Member of social vulnerable groups

(27) Relevant criminal role

(28) Gender violence victims (only women)

(29) Responsibility for the care of family

(30) Drug abuse or dependence

(31) Alcohol abuse or dependence

(32) Severe mental disorder

(33) Sexual promiscuity and/or paraphilia

(34) Limited response to psychological and/or psychiatric treatments (S)

(35) Personality disorder related to anger or violent behaviour

(36) Poor stress coping

(37) Self-injury attempts or behaviour (S)

(38) Pro criminal or antisocial attitudes

(39) Low mental ability

(40) Recklessness

(41) Impulsiveness and emotional instability

(42) Hostility

(43) Irresponsibility

Other RisCanvi Screening items

(1) Institutional/prison misconduct

(2) Escapes or breaches of permits

(3) Problems with drugs or alcohol use

(4) Hostile or pro criminal attitudes
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B Features

List of features used in this study is shown in three categories of demographics,
penitentiary features, and RisCanvi features on Table 15.

Table 15 List of features. “Y/N” are boolean features, and “Num” are numerical features

Demographics Penitentiary features RisCanvi features

Age at release (Num) Prison center {1,...,87} (Y/N) Items {1,...,43}3 (Num)

Male (Y/N) No permission request (Y/N) Risk level (Num) in:

Female (Y/N) Permission rejection (Y/N) -Self-directed violence

Country birth (Y/N) Enjoyed permission (Y/N) -Violence in prison facilities

Country residence (Y/N) Not enjoyed accepted permission (Y/N) -Violent recidivism

Country nationality (Y/N) No. of enjoyed permissions (Num) -Breaking prison permits

Single (Y/N) No. of rejected permissions (Num) Risk score (Num) in:

Married (Y/N) Activity (Y/N) -Self-directed violence

Divorced (Y/N) No. of activities (Num) -Violence in prison facilities

Separated (Y/N) No. of module changes (Num) -Violent recidivism

Widow (Y/N) No. of nursing modules (Num) -Breaking prison permits

Deported (Y/N) No. of psychiatry modules (Num)

Country language 1 (Y/N) No. of special supervision module (Num)

Country language 2 (Y/N) No. of regressions to 1st degree (Num)

Education level (Num) No. of regressions to 2nd degree (Num)

Nationality {1,...,8} (Y/N) No. of progresses to 2nd degree (Num)

No. of progresses to 3rd degree (Num)

No. of degree change (Num)

Mostly degree regression (Y/N)

Mostly degree progress (Y/N)

No. of degree regression (Num)

No. of degree progress (Num)

First prison degree (Num)

Last prison degree (Num)

Degree evolution {0,...,4} (Y/N)

Light rules violations (Y/N)

Severe rules violations (Y/N)

Very severe rules violations (Y/N)

No. of light rules violations (Num)

No. of severe rules violations (Num)

No. of very severe rules violations (Num)

Violent base crime (Y/N)

With CL1 (Y/N)
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Table 15 continued

Demographics Penitentiary features RisCanvi features

Without CL (Y/N)

Fully-paid CL (Y/N)

Not fully-paid CL (Y/N)

Unable to pay CL (Y/N)

Evaluation points (Num)

Previous prison entries (Y/N)

No. of previous prison entries (Num)

Sentence day (Num)

Sentence duration class (Num)

Penalty admission type {1,2,3} (Y/N)

Base crime types {1,...,8}2 (Y/N)

With electronic surveillance (Y/N)

In dependent units (Y/N)

1 “Civil Liability” (CL) is a monetary compensation imposed in addition to time in jail. There are two
basic cases: civil liability (with CL) and no civil liability (without CL). The former is further divided into
sub-classes including whether civil liability was paid in full (fully-paid CL), not paid in full (not fully-paid
CL), or the person declared him/herself unable to pay
2 Against people, Gender-based violence, Against sexual freedom, Against property (violent), Against
property (non-violent), Drugs, Traffic, and others
3 The items are listed on Table 14

C ATE results from IPW and PSMmethods

TheAverageTreatment Effect (ATE) obtained fromPropensity ScoreMatching (PSM)
are shown on Table 16 and Table 17 for men and women respectively. Also, the
ATE values computed using Inverse-Propensity score Weighting (IPW) are shown on
Table 18 and Table 19 for both gender groups.

Table 16 ATE obtained for men (3,549 cases) using Propensity Score Matching with four buckets and for
all. Negative numbers indicate that the probability of recidivism of those who treated (i.e., with C.R.) is
lower

Propensity P(T|X)=low P(T|X)=med-low P(T|X)=med-high P(T|X)=high All

Treatment size 0.2% 7.6% 32.8% 59.3% 35.8%

ATE of C.R. on
Recidivism type:

general violent general violent general violent general violent general violent

within 2 years -0.21 -0.07 -0.08 -0.02 -0.04 -0.01 -0.02 -0.01 -0.11 -0.04

within 3 years -0.26 -0.09 -0.11 -0.03 -0.05 -0.02 -0.02 -0.01 -0.14 -0.05

within 4 years -0.31 -0.10 -0.12 -0.03 -0.05 -0.01 -0.01 -0.01 -0.16 -0.05

within 5 years -0.34 -0.11 -0.14 -0.03 -0.05 -0.01 -0.03 -0.01 -0.17 -0.05
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Table 17 ATE obtained for women (310 cases) using Propensity Score Matching with four buckets and
for all. Negative numbers indicate that the probability of recidivism of those who treated (i.e., with C.R.) is
lower

Propensity P(T|X)=low P(T|X)=med-low P(T|X)=med-high P(T|X)=high All

Treatment size 0.6% 19.9% 34.6% 44.9% 50.3%

ATE of C.R. on
Recidivism type:

general violent general violent general violent general violent general violent

within 2 years -0.24 -0.05 -0.02 0.00 -0.09 0.00 0.00 0.00 -0.13 -0.03

within 3 years -0.29 -0.07 0.01 0.00 -0.14 0.00 0.00 0.00 -0.16 -0.03

within 4 years -0.33 -0.07 -0.03 -0.02 -0.14 0.00 0.00 0.00 -0.19 -0.04

within 5 years -0.37 -0.08 -0.03 -0.02 -0.18 0.00 0.01 0.00 -0.21 -0.05

Table 18 IPW results estimating ATE and its 95% confidence interval [lower-ci, upper-ci]. All of the
confidence intervals lie entirely in the negative region

MEN IPW on general recidivism IPW on violent recidivism
(3,549 cases) lo-ci ATE up-ci lo-ci ATE up-ci

within 2 years -0.09 -0.08 -0.06 -0.03 -0.02 -0.01

within 3 years -0.11 -0.09 -0.07 -0.04 -0.03 -0.02

within 4 years -0.13 -0.10 -0.07 -0.04 -0.03 -0.01

within 5 years -0.14 -0.11 -0.08 -0.04 -0.02 -0.002

Table 19 IPW results estimating ATE and its 95% confidence interval [lower-ci, upper-ci]. All of the
confidence intervals lie entirely in the negative region

WOMEN IPW on general recidivism IPW on violent recidivism
(310 cases) lo-ci ATE up-ci lo-ci ATE up-ci

within 2 years -0.12 -0.08 -0.04 -0.03 -0.01 -0.0003

within 3 years -0.16 -0.10 -0.05 -0.03 -0.02 -0.002

within 4 years -0.18 -0.12 -0.07 -0.04 -0.02 -0.004

within 5 years -0.20 -0.14 -0.08 -0.05 -0.03 -0.01
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C.1 ATE-IPW by risk level

ATE of Conditional Release (C.R.) on violent recidivism ofmen (within 2 to 5 years of
release) obtained from IPW is shown for three different REVI risk levels on Table 20.

Table 20 ATE-IPW of C.R. on violent recidivism and its 95% confidence interval [lower-ci, upper-ci] in
different REVI risk levels of men. Confidence intervals shown in italics contain zero value and are not
reliable. Granting C.R. to men with medium REVI risk yields a stronger reduction in violent recidivism
risk compared to low REVI risk cases

IPW on violent recidivism within 2 years IPW on violent recidivism within 3 years

REVI level lo-ci ATE up-ci lo-ci ATE up-ci

Low (2,594) -0.02 -0.01 -0.002 -0.02 -0.01 -0.01

Medium (609) -0.08 -0.06 -0.04 -0.10 -0.08 -0.05

High (346) -0.14 -0.04 0.06 -0.16 -0.06 0.04

IPW on violent recidivism within 4 years IPW on violent recidivism within 5 years

REVI level lo-ci ATE up-ci lo-ci ATE up-ci

Low (2,594) -0.03 -0.003 0.02 -0.02 0.001 0.02

Medium (609) -0.12 -0.09 -0.06 -0.12 -0.09 -0.06

High (346) -0.17 -0.07 0.03 -0.18 -0.08 0.03
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