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Abstract. In this work, we evaluate the risk of early dropout in under-
graduate studies using causal inference methods, and focusing on groups
of students who have a relatively higher dropout risk. We use a large
dataset consisting of undergraduates admitted to multiple study pro-
grams at eight faculties/schools of our university. Using data available at
enrollment time, we develop Machine Learning (ML) methods to predict
university dropout and underperformance, which show an AUC of 0.70
and 0.74 for each risk respectively. Among important drivers of dropout
over which the first-year students have some control, we find that first
year workload (i.e., the number of credits taken) is a key one, and we
mainly focus on it. We determine the effect of taking a relatively lighter
workload in the first year on dropout risk using causal inference methods:
Propensity Score Matching (PSM), Inverse Propensity score Weighting
(IPW), Augmented Inverse Propensity Weighted (AIPW), and Doubly
Robust Orthogonal Random Forest (DROrthoForest). Our results show
that a reduction in workload reduces dropout risk.

Keywords: University dropout · Machine learning · Causal inference ·
Average treatment effect

1 Introduction

Research on actionable indicators that can lead to interventions to reduce dropout
has received increased attention in the last decade, especially in the Learning
Analytics (LA) field [18, 29, 31, 32, 34]. These indicators can help provide effec-
tive prevention strategies and personalized intervention actions [17,27]. Machine
Learning (ML) methods, which identify patterns and associations between input
variables and the predicted target [25], have been shown to be effective at this
predictive task in many LA studies [1, 4, 10,15,23,26].

Dropout is a serious problem especially in higher education, leading to social
and financial losses impacting students, institutions, and society [7]. In particu-
lar, the early identification of vulnerable students who are prone to fail or drop
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their courses is necessary to improve learning and prevent them from quitting
and failing their studies [20].

We remark that among students who discontinue their studies, some sub-
groups are over-represented, something that needs to be considered when de-
signing dropout-reduction interventions. For example, in the UK, older students
at point of entry (over 21 years) are more likely to drop out after the first year
compared to younger students who enter university directly from high school [17],
something that we also observe in our data. In the US, graduation rates among
ethnic minority university students are lower than among White students [30].
Disparities in dropout risk have been studied in previous work [11, 13, 14, 16].
Recent studies [8, 21, 22, 24] look at the influence on student’s performance and
dropout of factors such as having a scholarship or being employed. In our work,
we consider the increased dropout risk of older students and of students who
do not enter university immediately after high school, and we study the effects
of some features such as age and workload (i.e., number of credits taken on the
first year).

Research contribution. In this work, we use causal inference methods to study
the effects of several features on the risk of early dropout in undergraduates
students. We consider students enrolled between 2009 and 2018 in eight centers
at our university. The average dropout rate we observe among these students
is 15.3%, which is lower than the European average (36%) [35]. The originality
of our contribution relies on its focus on students who have higher risk, the
combination of features, the use of causal inference methods, and the size and
scope of our dataset.

Specifically, we predict the risks of early dropout (i.e., not enrolling on the
second year) and underperformance (failing to pass two or more subjects in the
first year in the regular exams3) using Machine Learning (ML) methods. ML
models are created using features available at the time of enrolment and the
predictive performance of the models is evaluated in terms of AUC-ROC (Area
Under ROC Curve). For the sake of space, we focus our exposition on dropout.

Among features available at the time of enrolment, we obtain the most im-
portant features for predicting dropout in our setting, which are the workload
(number of credits taken) in the first year, admission grade, age, and study access
type. Focusing on the workload, which is the most important feature and one over
which first-year students have some level of control (only a minimum number of
credits is established), we compute its effect on dropout risk in different age and
study access type groups. We use causal inference methods to test the effects of
combinations of theses features, and calculate the average treatment effect on
dropout; the methods we use are the most used in the literature [2, 3] includ-
ing Propensity Score Matching (PSM) [28], Inverse-Propensity score Weighting
(IPW) [6], Augmented Inverse-Propensity Weighted (AIPW) [12], and Doubly
Robust Orthogonal Forest Estimation (DROrthoForest) [5] methods.
3 These students have an opportunity of taking a resit exam which may finally result

in passing or failing the subject, but given that passing the regular exam at the end
of the course is expected, we consider failing the regular exam as underperforming.
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The rest of this paper is organized as follows. After outlining related work on
Section 2, the dataset used in this study is described and analysed in Section 3.
The methodology is presented in Section 4. Results are given in Section 5, and
finally, the results are discussed and the paper is concluded in Section 6.

2 Related work

Machine Learning (ML) methods have been used to predict dropout and detect
students at risk in higher education and play essential roles in improving the
students’ performance [1]. In a reference [4], the impact of ML on undergraduate
student retention is investigated by predicting students dropout. Using students’
demographics and academic transcripts, different ML models result in AUCs
between 0.66 and 0.73. Another reference [7] develops a model to predict real-
time dropout risk for each student during an online course using a combination
of variables from the Student Information Systems and Course Management
System. Evaluating the predictive accuracy and performance of various data
mining techniques, the study results show that the boosted C5.0 decision tree
model achieves 90.97% overall predictive accuracy in predicting student dropout
in online courses. In a study [23], early university dropout is predicted based on
available data at the time of enrollment using several ML models with AUCs
from 0.62 to 0.81. Similarly, in a recent study [10], several ML methods are used
to predict the dropout of first-year undergraduate students before the student
starts the course or during the first year.

Some studies look at the features driving dropout. A reference [9] identifies
factors contributing to dropout and estimates the risk of dropout for a group
of students. By presenting the computed risk and explaining the reasons behind
it to academic stakeholders, they help identify more accurately students that
may need further support. In a research [33], the potential relationship between
some features (academic background, students’ performance and students’ effort
dimensions) and dropout is investigated over time by performing a correlation
analysis on a longitudinal data collected spanning over 11 years. The results show
that the importance of features related to the academic background of students
and the effort students make may change over time. On the contrary, perfor-
mance measures are stable predictors of dropout over time. Influential factors
on student success are identified in a reference [19] using subgroup discovery;
this uncovers important combinations of features known before students start
their degree program, such as age, sex, regional origin or previous activities.

Recent work uses sophisticated statistical methods including causal infer-
ence. In a very recent paper [21], using propensity score matching (PSM) it is
investigated whether university dropout in the first year is affected by partici-
pation in Facebook groups created by students. The estimated effect indicates
that participation in social media groups reduces dropout rate. Another recent
paper [24], implements an uplift modeling framework to maximize the effective-
ness of retention efforts in higher education institutions, i.e., improvement of
academic performance by offering tutorials. Uplift modeling is an approach for
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estimating the incremental effect of an action or treatment on an outcome of
interest at the individual level (individual treatment effect). They show promis-
ing results in tailoring retention efforts in higher education over conventional
predictive modeling approaches. In a study, the effect of grants on university
dropout rates is studied [22]. The average treatment effect is estimated using
blocking on the propensity score with regression adjustment. According to their
results, grants have a relevant impact on the probability of completing college
education.

In our paper, we carefully measure the effect of the most important features
(the number of credits in the first year, age, and study access type) on the early
risk of dropout in undergraduate studies. This effect is obtained for combina-
tions of these features. The Average Treatment Effect (ATE) is measured using
multiple causal inference methods [2, 3] as discussed in the introduction. It is
noteworthy that according to a recent survey, the methods we use in this paper
have not been applied in related studies so far [1].

3 Dataset

The anonymized dataset used in this study has been provided by Universitat
Pompeu Fabra and consists of 24,253 undergraduate students who enrolled be-
tween 2009 to 2018 to 21 different study programs offered by eight academic
centers. From this population, about 5% of cases were discarded for various rea-
sons: 54 had an external interruption in their education between the first and
second study year, 469 students did not have grade records (dropped out before
starting), 560 students were admitted but did not enroll for the first trimester,
and 74 cases did not have a study access type. Finally, 23,096 cases remained.

Students were admitted to university through four access types: type I stu-
dents took a standard admission test (81%), type II students moved from incom-
plete studies in another university or were older than 25 (10%), type III students
completed vocational training before (7%), and type IV students completed a
different university degree before (2%). First year courses add up to a total of
60 credits across all study programs, this is also the median number of credits
taken by first year students. However, students are also free to take additional
credits out of different educational offers at the university such as languages,
sports, and solidarity action.

The main studied outcome is dropout and consists of students who enroll
in the first year but not in the second year. We also studied underperformance,
which we defined as failing two or more subjects of the first year in the regular
exams. Out of 23,096 cases, 3,531 students drop out (15.3%) and 6,652 students
underperform (28.8%). Per-center dropout, underperformance, and other fea-
tures are shown in Table 1. There are various differences among centers.4 The

4 ENG:Engineering, HUM:Humanities, TRA:Translation and Language Sciences,
POL:Political and Social Sciences, HEA:Health and Life Sciences, ECO:Economics
and Business, COM:Communication.
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Table 1. Per-center statistics: number of students, drop-out rate, underperformance
rate, percentage of national students, percentage of men, average age, average first year
credits, average grade on the first year, and percentage of students in access type I.

Center N
Dropout

rate
Underperf.

rate
National

%
Male
%

Avg.
age

Avg.
credits

Avg.
grade

Access
type I

ENG 2,444 41% 56% 89% 79% 19.4 63.4 4.6 65%
HUM 1,749 22% 33% 90% 32% 20.3 63.1 5.9 76%
TRA 2,292 16% 28% 88% 18% 19.3 62.9 6.3 83%
POL 1,683 14% 27% 94% 55% 18.8 63.1 6.2 87%
HEA 1,206 14% 16% 93% 25% 19.0 60.2 7.2 82%
LAW 5,479 12% 32% 92% 33% 19.3 62.5 6.0 79%
ECO 5,707 9% 26% 93% 47% 18.5 62.9 6.3 88%
COM 2,536 7% 7% 96% 27% 18.8 61.7 7.5 84%
All 23,096 15% 29% 92% 40% 19.1 62.6 6.2 81%

students in the School of Engineering and Faculty of Humanities have the high-
est dropout and underperformance rates and the Faculty of Communication has
the lowest dropout rate and the best performance. In the Faculty of Communica-
tion, which has the lowest dropout and underperformance rates, there are more
national students compared to other schools. In the School of Engineering, with
the highest dropout and underperformance rates, males are in the majority. The
average age in the two centers with the highest dropout and underperformance
rates (School of Engineering and Faculty of Humanities) is higher compared
to other faculties. In these two centers, the percentage of students admitted
through a standard test (study access type I) is lower than other centers, and we
can observe higher average number of credits and lower average grades in their
first year compared to others. In the Faculty of Humanities, 22% of the students
drop out (that includes 38% of those who underperform), while in the Faculty
of Law, with almost the same underperformance rate, only 12% of the students
drop out (including 18% of those who underperform). This might be partially
explained because in the Faculty of Law, students are one year younger (19.3 vs
20.3 years old on average) and are also slightly more likely to come directly from
high school (study access type I: 79% vs 76%).

4 Methodology

Our study focuses on modeling dropout and underperformance risks using data
available at the time students enrol. The feature set for our two models consists
of demographics (gender, age, and nationality), study access type, study pro-
gram, number of first year credits, and average admission grade. Different ML
algorithms: logistic regression (LR), multi-layer perceptron (MLP), and decision
trees are used to predict the risks. Both ML models are trained using students
enrolled between 2009 to 2015 (16,273 cases), and tested on students enrolled in
2016, 2017, and 2018 (6,823 cases). Due to space consideration and because of
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Table 2. Dropout rate (%) across groups defined by age, workload (number of credits),
and access type. Differences of ten percentage points or more appear in boldface.

Center ENG HUM TRA POL HEA LAW ECO COM All
Age > Avg. age 45 28 24 21 13 21 16 12 26
Age ≤ Avg. age 39 21 15 12 15 10 8 6 13
Access types III/IV 44 28 27 23 16 18 21 11 24
Access types I/II 40 22 16 14 14 11 9 6 14
Credits > 60 47 29 22 22 21 19 11 7 18
Credits ≤ 60 39 20 15 13 13 10 9 6 14
Age > Avg. age & credits >60 53 29 33 29 13 33 18 13 32
Others 39 22 16 13 14 11 9 6 14
Acc. types III/IV & credits > 60 51 36 61 27 15 33 23 10 30
Others 40 22 16 14 14 11 9 7 15

the severity of dropout, we mainly focus on this risk. Using a feature selection
method based on decision trees (CART), we find that among the features avail-
able at the time of enrolment, the most important features in predicting dropout
risk are the number of credits in the first year (workload), admission grade, age,
and study access type.

In Table 2, we compare the dropout rate of different student groups in terms
of these features and some of their combinations (due to space constraints, we
omit some combinations). This comparison shows the following results. Students
older than the average age have higher rate of dropout than younger students,
across all centers except the Faculty of Health and Life Sciences (HEA). Students
admitted through study access types III and IV have a higher dropout rate
compared to the cases admitted through access types I and II; and students
taking more credits than the median also have higher dropout rate. Considering
combinations of these features, we can see that mostly older students with a
number of credits larger than the average, as well as students admitted through
access types III and IV who take a larger number of credits than the average
have higher dropout rates. Results for underperformance (omitted for brevity)
are similar, except in two senses: they do not hold for Engineering (ENG) and
Humanities (HUM), possibly in part due to the overall lower grades in these
centers compared to all others (Table 1), and they do not hold for credits alone,
but for credits in combination with other features.

We aim to determine the causal effects on dropout of the features we studied
by the following intervention: taking a workload in the first year of less credits
than the median. The number of credits taken is a feature over which students
have some degree of control at the enrolment time. Since higher dropout rates
are observed among older students and students with access types III and IV,
we are interested in the following scenarios:
– Scenario 1: in this scenario, the study group is limited to the first-year stu-

dents who are older than the mean. Among these, those with less workload
(credits < median) are considered as treated and those with more workload
(credits ≥ median) are regarded as a control group.
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– Scenario 2: in this scenario, the study group are all students. Older students
taking less workload (credits < median) plus all younger students are consid-
ered as treated, and older students with more workload (credits ≥ median)
are regarded as a control group.

– Scenario 3: in this scenario, the study group is limited to students from
access types III and IV. Among these, students with less workload (credits <
median) are considered as treated and students with more workload (credits
≥ median) are regarded as a control group.

The propensity of treatment is estimated in each scenario using Machine Learn-
ing (ML) models and input features including demographics (gender and na-
tionality), study programs, and average admission grade. In scenarios 1 and 2,
study access type is also added as a feature, and in scenario 3, age is added as a
feature. We compute the Average Treatment Effect (ATE) of each treatment on
the dropout probability using various causal inference methods:

– The propensity score matching method [28], in which data is sorted by
propensity score and then stratified into buckets (five in our case). In our
work, we obtain ATE by subtracting the mean dropout of non-treated (con-
trol) cases from treated ones in each bucket.

– Inverse-Propensity score Weighting (IPW) [6]: The basic idea of this method
is weighting the outcome measures by the inverse of the probability of the
individual with a given set of features being assigned to the treatment so that
similar baseline characteristics are obtained. In this method, the treatment
effect for individual i is obtained using the following equation:

TEi =
WiYi

pi
− (1−Wi)Yi

1− pi
(1)

Wi shows treatment (1 for treated and 0 for control cases), pi represents
probability of receiving treatment (propensity score of treatment), and Yi

shows dropout (1 if drop out and 0 if not drop out) for individual i.
– Augmented Inverse-Propensity Weighted (AIPW) [12]: This method com-

bines both the properties of the regression-based estimator and the IPW
estimator. It has an augmentation part (Wi − pi)Ŷi to the IPW method,
in which Ŷi is the estimated probability of dropout using all features ap-
plied to the propensity score model plus the treatment variable. So, this
estimator can lead to doubly robust estimation which requires only either
the propensity or outcome model to be correctly specified but not both. We
can compute the treatment effect on individual i as:

TEi =
WiYi − (Wi − pi)Ŷi

pi
− (1−Wi)Yi − (Wi − pi)Ŷi

1− pi
(2)

– Causal forests from EconML package [5]: This method uses Doubly Ro-
bust Orthogonal Forests (DROrthoForest) which are a combination of causal
forests and double machine learning to non-parametrically estimate the treat-
ment effect for each individual.
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Table 3. AUC-ROC of the prediction of dropout and underperformance across centers.
Centers are sorted left-to-right by decreasing dropout rate.

Center All ENG HUM TRA POL HEA LAW ECO COM
Dropout 0.70 0.72 0.72 0.68 0.67 0.57 0.64 0.67 0.68
Underperformance 0.74 0.82 0.80 0.73 0.69 0.53 0.64 0.69 0.76

Table 4. AUC-ROC of propensity score prediction.

Scenario 1 Scenario 2 Scenario 3
N 3,866 23,096 1,963
Model MLP MLP LR
AUC 0.75 0.91 0.75

In IPW, AIPW, and DROrthoForest, we obtain the individual treatment
effect TEi, which is the difference between the outcomes if the person is treated
(treatment) and not treated (control). In other words, this effect is the difference
of dropout probability when the student is treated and not treated; a negative
value shows a reduced dropout risk and a positive value indicates an increased
dropout risk. The resulting ATE is the average over individual treatment effects.

5 Results

The ML-based models of dropout and underperformance obtained using an MLP
(Multi-Layer Perceptron) with 100 hidden neurons show the best predictive per-
formance, with AUC-ROC of 0.70 and 0.74 for each risk respectively. Table 3
shows the AUC-ROC per center, and we observe that the AUC-ROC is in gen-
eral higher for centers with higher dropout and underperformance rates. We also
observe that dropout and underperformance predictions are not reliable for some
centers, particularly Health and Life Sciences (HEA), and Law, where the AUC
is less than 0.65.

For the three scenarios introduced in section 4, the best predictive perfor-
mance results obtained for the propensity score of the related treatment are
shown on Table 4 in terms of AUC-ROC. Propensity is better predicted for sce-
narios 1 and 2 with the Multi-Layer Perceptron (MLP) and for scenario 3 with
the Logistic Regression (LR). In each scenario, we removed study programs with
relatively low predictive performance. According to the AUC values, ML models
show accurate results in all of the scenarios, especially in scenario 2. In all scenar-
ios, there is an overlap in the distribution of the propensity scores of treatment
and control groups to find adequate matches (figure omitted for brevity). This
is a necessary condition to be able to apply some of our methods.

Our goal is to determine whether these “treatments,” which have a common
feature of involving less workload, reduce dropout rate. The Average Treatment
Effect (ATE) obtained using propensity score matching is shown on Table 5.
Across all three scenarios we can see mixed results, as in some propensity buck-
ets the treatment increases the risk of dropout (scenario 1, bucket “1. Low”;
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Table 5. ATE obtained using Propensity Score Matching with five buckets.

Propensity 1. Low 2. Med-low 3. Med 4. Med-high 5. High
Scenario 1 0.18 0.04 -0.05 0.02 -0.08
Scenario 2 -0.04 0.03 0.00 0.02 -0.42
Scenario 3 0.04 -0.08 -0.17 0.30 -0.22

Table 6. IPW, AIPW, and DROrthoForest results estimating the Average Treatment
Effect (ATE) and its 95% confidence interval [lower-ci, upper-ci] in three scenarios.

IPW AIPW DROrthoForest
Scenario lower-ci ATE upper-ci lower-ci ATE upper-ci lower-ci ATE upper-ci
Scenario 1 -0.06 0.02 0.11 -0.01 0.07 0.15 -0.07 -0.06 -0.05
Scenario 2 -0.03 0.03 0.09 -0.06 0.01 0.08 -0.04 -0.04 -0.03
Scenario 3 -0.12 -0.01 0.10 -0.10 0.01 0.12 -0.07 -0.05 -0.03

scenario 3, bucket “4. Med-high”) while in other cases the results are neutral or
large reduction. In general, the results suggest that in high propensity to treat-
ment conditions (bucket “5. High” i.e., students who are already likely to take
less workload) there is a substantial reduction of the probability of dropout,
particularly in scenarios 2 and 3.

The ATE values obtained from IPW, AIPW, and DROrthoForest methods
are shown in Table 6 for all scenarios. In the case of IPW and AIPW, we can
see that the 95% confidence intervals (from “lower-ci” to “upper-ci” in the table)
contain the value zero. This means that the uncertainty in these methods is large
and we cannot establish with them whether there is a change in the dropout risk
due to the treatment. However, the results with the DROrthoForest method,
which is a combination method of causal forests and doubly robust learner, are
all negative with confidence intervals that do not contain the zero; indeed, they
show a reduction of the probability of dropout of about 5 percentage points in
all three scenarios because of the treatment.

6 Discussion, Conclusions, and Future Work

In this study, we first created ML models to predict dropout (students who enroll
in the first year but do not show up in the second year) and underperformance
(failing two or more subjects in the regular exams of the first year), using only
information available at the time of enrollment. The obtained AUC-ROC of our
models were 0.70 and 0.74 for dropout and underperformance risks respectively,
which shows a relatively reliable prediction of students at risk. This is partic-
ularly true for centers having large risk of dropout or underperformance, while
the performance of the same models for centers having lower risk is lower. This
is to some extent expected and in those cases we are modeling a phenomenon
that is more rare.

Next, we focused in dropout risk prediction and found that workload (first
year credits) was an important feature. We also compared dropout risk across
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various groups of students. The comparison showed that to a large extent there is
higher probability of dropout in older students (age > average-age), in students
taking a higher workload (more first year credits than the established minimum
and the median), and in students admitted through access types III and IV.

We considered three scenarios using a combination of these features. In these
scenarios, interventions were designed having the common characteristic of a
reduced workload for students. In each scenario, the propensity score of the
treatment was obtained with AUC-ROC of 0.75 ∼ 0.91 using ML-based models.
Then, for each scenario, the Average Treatment Effect (ATE) on dropout was
computed using causal inference methods. The results suggest a negative effect,
i.e., a reduction of risk of dropout, following a lower number of credits taken
on the first year. An actionable recommendation that these results suggest is
to ask students at risk (in this study, older students and students admitted
through access types III and IV) to consider taking a reduced workload (e.g., the
minimum established), or to ask educational policy makers to consider revising
the regulations that establish the minimum number of credits (e.g., to reduce
the current minimum).

In addition to creating ML models for early prediction of dropout and un-
derperformance risks that exhibit high predictive performance, the originality
of this contribution is focusing on the vulnerable groups of students prone to
dropout, studying combinations of different features such as workload, age, and
study access type, and using different causal inference models to calculate the
effects of these features on dropout in terms of ATE. Causal inference meth-
ods such as the ones we used provide a path towards effectively supporting the
students. They also allow to perform observational studies, as education is a
domain in which some types of direct experimentation might be unethical or
harmful. We also used a large dataset and our results hold across substantially
diverse study programs. We stress that the methodology we described is broadly
applicable. Our findings are likely to be specific to this particular dataset, but
show the general effectiveness of the methodology in this setting.

More scenarios can be defined in terms of other combinations of the relevant
features, to determine their effects on dropout or underperformance. Addition-
ally, the causal inference methods used in this study can also be applied to other
risks faced by higher education students.
Ethics and data protection: We remark that the Data Protection Authority
of the studied university performed an ethics and legal review of our research.
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