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ABSTRACT
This paper addresses a key application of Machine Learning (ML)
in the legal domain, studying how ML may be used to increase the
effectiveness of a criminal recidivism risk assessment tool named
RisCanvi, without introducing undue biases. The two key dimen-
sions of this analysis are predictive accuracy and algorithmic fair-
ness.ML-based predictionmodels obtained in this study aremore ac-
curate at predicting criminal recidivism than the manually-created
formula used in RisCanvi, achieving an AUC of 0.76 and 0.73 in pre-
dicting violent and general recidivism respectively. However, the
improvements are small, and it is noticed that algorithmic discrimi-
nation can easily be introduced between groups such as national vs
foreigner, or young vs old. It is described how effectiveness and al-
gorithmic fairness objectives can be balanced, applying a method in
which a single error disparity in terms of generalized false positive
rate is minimized, while calibration is maintained across groups.
Obtained results show that this bias mitigation procedure can sub-
stantially reduce generalized false positive rate disparities across
multiple groups. Based on these results, it is proposed that ML-
based criminal recidivism risk prediction should not be introduced
without applying algorithmic bias mitigation procedures.

CCS CONCEPTS
• Computing methodologies→ Supervised learning by clas-
sification.
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1 INTRODUCTION
Risk assessment is a necessary process in many important decisions
such as public health, information security, project management,
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auditing, and criminal justice. Since the 1920s, violence risk as-
sessment tools have been progressively used in criminal justice by
probation and parole officers, police, and psychologists to assess
the risk of harm, sexual, criminal, and violent offending in more
than 44 countries [22, 32]. In comparison to traditional prediction
methods and unstructured clinical judgments, risk assessment tools
offer superior accuracy and performance [18]. In this regard, factors
such as the availability of large databases, inexpensive computing
power, and developments in statistics and computer science have
brought an increase in the accuracy and applicability of these struc-
tured tools [3]. Such advances have effectively increased the use
of tools based on Machine Learning (ML) in criminal justice deci-
sions for risk forecasting [4, 7, 8]. Today, various semi-structured
protocols for assessing risk of recidivism can be found in different
countries including the U.S. [16], the U.K. [21], Canada [24], Aus-
tria [30], and Germany [13]. In Spain, among current violence risk
assessment tools including SAVRY, PCL-R, HCR-20, SVR-20, and
SARA, RisCanvi is a relatively new tool for risk assessment of recidi-
vism. It was originally developed in 2009 in response to concerns of
Catalan prison system officials regarding violent recidivism among
offenders after their sentences.

Research contribution. In this study, the effectiveness and algo-
rithmic fairness of RisCanvi risk assessment tool are evaluated in
comparison to ML models such as logistic regression, perceptron,
and support-vector machines, in violent and general recidivism
prediction. The effectiveness of the ML models are evaluated and
compared to RisCanvi in terms of various metrics including AUC,
Generalized False Positive (GFPR), and Generalized False Negative
(GFNR). Also, potential algorithmic bias introduced by theMLmeth-
ods is evaluated in both violent and general recidivism prediction.
Given that model learning may lead to unfairness [11, 12, 34], the
impact of the obtained ML models is compared along nationality
(national origin vs foreign origin) and age (young vs old). Then
some differences are addressed through a mitigation procedure [29],
which try to equalize GFPR across nationality and age groups while
preserving the calibration in each group.

The rest of this paper is organized as follows. Section 2 outlines
related work. In Section 3, the RisCanvi risk assessment tool and the
dataset used in this study are described. The methodology including
the ML models and algorithmic fairness analysis are presented in
Section 4. Results are given in Section 5, and a procedure to mitigate
algorithmic discrimination is used in Section 6. Finally, the results
are discussed and the paper is concluded in Section 7.

2 RELATEDWORK
The introduction of algorithms for risk assessment in criminal
justice is a controversial topic, and perhaps one that has motivated
a great deal of research on algorithmic fairness.
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In seminal research done by investigative journalism organiza-
tion ProPublica [2, 25] it was concluded that a widely-used program
named Correctional Offender Management Profiles for Alternative
Sanctions (COMPAS) is biased against AfricanAmerican defendants.
A follow-up study [19] found that COMPAS outcomes systemat-
ically over-predict risk for women, thereby indicating systemic
gender bias. However, the findings of the ProPublica study were
rejected by Northpointe (COMPAS developer), claiming their al-
gorithm is fair because it is well calibrated [17]. Moreover, in this
report it is shown that the COMPAS risk scales exhibit accuracy
equity and predictive parity.

In contrast to the case of COMPAS, other studies have shown
that other risk assessment tools such as the Post Conviction Risk
Assessment (PCRA), the Structured Assessment of Violence Risk in
Youth (SAVRY) and the Youth Level of Service/Case Management
Inventory (YLS/CMI) do not exhibit racial bias in the recidivism
prediction [28, 33]. In a more recent study focused on SAVRY [26,
34], it is shown that although machine learning models could be
more accurate than the simple summation used to compute SAVRY
scores, they would introduce discrimination against some groups
of defendants.

There are many different definitions of algorithmic fairness [27],
some of which are incompatible with one another. It is impossible to
satisfy all of them simultaneously except in pathological cases (such
as a perfect classifier), and in general it is impossible to maximize
algorithmic fairness and accuracy at the same time [5, 6]. Hence,
there are necessary trade-offs between different metrics [6, 10, 23].
In this regard, some studies [20, 36, 37] try to mitigate potential
algorithmic discrimination by satisfying equalized odds or in other
words avoiding disparate mistreatment along different sensitive
groups. In addition, due to the importance of the calibration in
risk assessment tools [6, 17], some previous work has also tried to
minimize error disparity across groups while maintaining calibrated
probability estimates [29].

The most closely related previous work is Pleiss et al. [29], where
algorithmic bias in a machine learned risk assessment (COMPAS)
is minimized by equalizing generalized false positive rates along
different races, finding this equalization to be incompatible with
calibration. In contrast, in the work presented on this paper, we
start from an expert-based risk assessment method, which is not
machine learned, and propose a new machine learning model to
replace it, describing the effects of algorithmic bias mitigation on
both the original and the machine learned model. Additionally, we
find that in RisCanvi equalization along nationality and age groups
is not entirely incompatible with calibration.

3 RISCANVI DATASET
3.1 The RisCanvi Risk Assessment Tool
RisCanvi was introduced as a multi-level risk assessment protocol
for violence prevention in the Catalan prison system in 2009 [1].
This protocol is applied multiple times during an inmate’s period in
prison; the official recommendation is to do so every six months or
at the discretion of the casemanager. RisCanvi is not a questionnaire.
Instead, each inmate is interviewed by professionals. In the original
RisCanvi protocol, risk is determined for each inmate relative to
four possible outcomes: self-directed violence, violence in the prison

facilities, committing further violent offenses, and breaking prison
permits. A fifth risk score was introduced more recently for general
recidivism [31].

Two versions of the RisCanvi protocol were created, an abbre-
viated one of 10 items for screening (RisCanvi-S), and a complete
one of 43 items (RisCanvi-C). Risk items can be categorized into
five different categories: Criminal/Penitentiary, Biographical, Fam-
ily/Social, Clinical, Attitudes/ Personality. These items can also
be divided into static factors (such as “criminal history of family”
and “age of starting violent activity”) and dynamic factors (such
as “member of socially vulnerable groups” and “pro-criminal or
antisocial attitudes”).

3.2 Dataset
The anonymized dataset used on this research comprises 7,239 of-
fenders who first entered the prison between 1989 and 2012 andwho
were evaluated with the RisCanvi protocol between 2010 and 2013.
Only offenders for which nationality information was recorded
were kept that comprises 2,634 offenders. The result population
was filtered in terms of their violent/general recidivism, freedom
and last RisCanvi evaluation dates considering the following con-
ditions: inmates who were released at most 9 months after their
last RisCanvi evaluation, and for which violent/general recidivism
(or its absence) was recorded at most two years after their release.
Finally, samples with the size of 2,027 (out of 2,634) were reached.
Among this population, 146 committed a violent offence (violent
recidivism) and 310 committed a violent or non-violent offence
(general recidivism) after being released. The data includes all of
the information for the two RisCanvi versions (RisCanvi-S and
RisCanvi-C). This study is focused on the RisCanvi-C protocol
which is the complete version done after RisCanvi-S and it consists
of more risk factors which results in three risk levels (low, medium,
and high).

3.3 Violent and General Recidivism
This work is focused on RisCanvi protocol to assess Violent Re-
cidivism (“REVI” in the RisCanvi manual) and General Recidivism
(“REGE” in the RisCanvi manual) risks in sentenced inmates. REVI
and REGE risks are outcomes predicted using two different sub-sets
of risk factors. REVI risk is obtained using 23 items out of the 43 risk
factors of the RisCanvi-C version plus two demographic features
(gender and nationality) and to compute REGE risk, 14 items (out of
43 risk factors of the RisCanvi-C version) are used. In RisCanvi-C,
each of the REVI and REGE scores has been computed by applying
the summation of their related features in a hand-crafted formula,
then using two cut-offs, obtaining three risk levels (details in [1]).

The distribution of REVI and REGE risk scores in the last RisCanvi
evaluation is compared by nationality and age groups. Grouping
by gender is not considered as the number of women in the sample
is too small to draw robust conclusions. The comparison shows
that recidivism risk scores have approximately similar distributions
along nationality and age group except for the REVI score in nation-
ality group which shows that foreigners tend to have lower REVI
risk scores compared to Spaniards (Figures are omitted for brevity).
For age groups, 30 years old is used as a cut-off, as criminology
research suggests that the types of offense and context are different
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for people under 30 and over 30 (see, e.g., [35]). This age is also used
as a cut-off for young and old people in the design of the RisCanvi
protocol. In the present dataset, the majority of the population are
Spanish nationals (70%) and older than 30 years old (74%).

According to the average violent and general recidivism rates for
nationality and age groups, it can be seen that in general, foreigners
and older offenders have a lower recidivism rate.

4 METHODOLOGY
The goal of this study is to compare the effectiveness and fairness
of Machine Learning (ML) models and the RisCanvi risk assessment
tool in the prediction of violent and general recidivism.

4.1 ML-based Models
Different ML methods, such as logistic regression, multi-layer per-
ceptron (MLP), and support vector machines (SVM) are used. The
ground truth is the violent/general recidivism, which is recorded at
most two years after the inmate’s release.

Different sub-sets of features are tested as input to the ML mod-
els, such as 43 RisCanvi-C items, Violent Recidivism (REVI)/General
Recidivism (REGE) risk items, and a set of features selected from 43
risk items using a feature selection method. In addition, three demo-
graphic features (gender, nationality, and age) are used as general
input features. Finally, the average of REVI/REGE risk scores over
all of the RisCanvi evaluations from the first to the last evaluation
is added.

The split of the two sets is done k times using stratified k-fold
cross-validation, reporting average results.

4.2 Algorithmic Fairness
Algorithmic fairness is evaluated by comparing the impact of the
risk prediction method across nationality and age groups.

As it is known, model calibration is a necessary condition, espe-
cially in criminal justice risk assessments [6, 17]. If the risk tool is
not calibrated with respect to different groups, then the same risk es-
timate carries different meanings and cannot be interpreted equally
for different groups. Furthermore, creating parity in the error rates
of different groups (“equalized odds”) is a well-established method
to mitigate algorithmic discrimination in automatic classification.
Previous work has also emphasized the importance of this algo-
rithmic fairness metric for this particular application [20, 36, 37].
Hence, to mitigate potential algorithmic discrimination, a relaxation
method [29] is used in this paper which seeks to satisfy equalized
odds or parity in the error rates (generalized false positive rate and
generalized false negative rate) while preserving calibration in each
sub-group of nationality and age. In most cases, calibration and
equalized odds are mutually incompatible goals [10, 23], so in this
method it is sought to minimize only a single error disparity across
groups while maintaining calibration probability estimates.

Generalized False Positive Rate (GFPR) and Generalized False
Negative Rate (GFNR) are the standard notions of false-positive and
false-negative rates that are generalized for use with probabilistic
classifiers [29]. If variable 𝑥 represent an inmate’s features vector,
𝑦 indicates whether or not the inmate recidivists, 𝐺1, 𝐺2 are the
two different groups, and ℎ1, ℎ2 are binary classifiers which classify
samples from 𝐺1, 𝐺2 respectively, GFPR and GFNR are defined as

Table 1: Effectiveness of models in violent and general re-
cidivism prediction

Risk Violent Recidivism General Recidivism
Model AUC GFNR GFPR AUC GFNR GFPR
LR 0.76 0.82 0.06 0.73 0.75 0.14
RisCanvi_score 0.72 0.87 0.07 0.70 0.79 0.14

follows [29]: the GFPR of classifier ℎ𝑡 for group 𝐺𝑡 is 𝑐 𝑓 𝑝 (ℎ𝑡 ) =
E(𝑥,𝑦)∼𝐺𝑡 [ℎ𝑡 (𝑥) | 𝑦 = 0]. GFPR is the average probability of being
recidivist that the classifier estimates for people who actually do
not recidivate. Conversely, the GFNR of classifier ℎ𝑡 is 𝑐 𝑓 𝑛 (ℎ𝑡 ) =
E(𝑥,𝑦)∼𝐺𝑡 [(1−ℎ𝑡 (𝑥)) | 𝑦 = 1]. So the two classifiersℎ1 andℎ2 show
probabilistic equalized odds across groups 𝐺1 and 𝐺2 if 𝑐 𝑓 𝑝 (ℎ1) =
𝑐 𝑓 𝑝 (ℎ2) and 𝑐 𝑓 𝑛 (ℎ1) = 𝑐 𝑓 𝑛 (ℎ2).

Classifier ℎ𝑡 is said to be well-calibrated if ∀𝑝 ∈ [0, 1], P(𝑥,𝑦)∼𝐺𝑡
[𝑦 = 1 | ℎ𝑡 (𝑥) = 𝑝] = 𝑝 . To prevent the probability scores from
carrying group-specific information, both classifiers ℎ1 and ℎ2 are
calibrated with respect to groups 𝐺1 and 𝐺2 [6, 17].

5 RESULTS
5.1 Effectiveness Evaluation
Among logistic regression (LR), multi-layer perceptron (MLP) and
support vector machines, the best results were obtained using LR
for both violent and general recidivism predictions. Hence, the non-
LR based models are omitted for brevity. The final set of features
used for the model consists of a sub-set of the 43 risk items of
the RisCanvi evaluation selected using a feature selection method
(based on a linear model with L1-based penalization to yield sparse
coefficients), the average Violent Recidivism (REVI)/General Recidi-
vism (REGE) score (from the first to the last RisCanvi evaluation),
gender, nationality, and age at the time of the last evaluation.

Results in terms of AUC-ROC, GFNR, and GFPR are presented
and compared with the existing RisCanvi protocol in Table 1 for
both violent and general recidivism prediction. These results are
compared against RisCanvi_score, which is a number resulting
from the application of the RisCanvi formula.

In both violent and general recidivism prediction, LR yields better
results than RisCanvi in terms of all metrics. However, the results
are close to RisCanvi. In general, the LR model is more accurate
than RisCanvi, although by a small amount, which is surprising
considering that RisCanvi was not computationally optimized for
predictive accuracy.

5.2 Algorithmic Fairness Evaluation
The results for the analysis of algorithmic fairness in all metrics
along nationality (national and foreigner), and age groups (young
and old inmates) are shown in Table 2 for violent and general
recidivism prediction. In the LR_calibrated model, the predictions
have been calibrated with respect to each of the two sub-groups in
nationality and age.

For violent recidivism, all models show a bias against nationals
in terms of GFPR. The difference is less noticeable in RisCanvi. In

212



ICAIL’21, June 21–25, 2021, São Paulo, Brazil Marzieh Karimi-Haghighi and Carlos Castillo

Table 2: Effectiveness of models in violent and general recidivism prediction per group

Risk Violent Recidivism General Recidivism
Model LR LR_Calibrated RisCanvi LR LR_Calibrated RisCanvi
Group/Metrics AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR
National 0.81 0.77 0.07 0.81 0.81 0.06 0.76 0.85 0.08 0.78 0.70 0.15 0.77 0.73 0.13 0.72 0.78 0.14
Foreigner 0.85 0.87 0.05 0.85 0.85 0.04 0.72 0.91 0.05 0.68 0.80 0.11 0.72 0.77 0.11 0.59 0.83 0.13
National
Foreigner (Ratio) (0.95) (0.88) (1.64) (0.95) (0.95) (1.50) (1.05) (0.93) (1.44) (1.14) (0.87) (1.30) (1.07) (0.95) (1.20) (1.22) (0.94) (1.08)

Young 0.84 0.78 0.08 0.84 0.83 0.06 0.79 0.86 0.07 0.67 0.74 0.17 0.72 0.75 0.15 0.58 0.82 0.14
Old 0.83 0.78 0.06 0.83 0.83 0.06 0.76 0.85 0.07 0.78 0.71 0.12 0.75 0.74 0.11 0.75 0.78 0.14
Young
Old (Ratio) (1.02) (1.00) (1.26) (1.02) (1.01) (1.11) (1.04) (1.00) (1.03) (0.85) (1.04) (1.38) (0.96) (1.01) (1.37) (0.77) (1.06) (1.03)

LR model, we can also observe higher GFPR for young inmates
compared to old offenders. In general, LR_calibrated and RisCanvi
models lead to more algorithmically fair results along both nation-
ality and age in terms of all metrics, except for the metrics in which
all the models show discrimination.

The results for general recidivism prediction show higher AUC
for nationals compared to foreigners in RisCanvi. In terms of GFPR,
the LR and LR_calibrated models show discrimination against na-
tional group. In age group, LR and LR_calibrated models show
higher GFPR along young compared to old group. In terms of AUC,
we can see more discrimination against young inmates in RisCanvi
compared to other models. As a result, LR_calibrated model shows
better algorithmic fairness properties across nationality and more
balanced values can be observed along age group in RisCanvi.

6 EQUALIZED ODDS AND CALIBRATION
In this section, it is tried to achieve parity along nationality and age
groups in terms of two fairness metrics simultaneously. For this
purpose, the method introduced by Pleiss et al. [29] is used that
seeks parity in Generalized False Positive Rate (GFPR) or Gener-
alized False Negative Rate (GFNR) while preserving calibration in
each sub-group of nationality and age. The conclusion from the
previous section based on the results obtained per group in Table 2,
is that in both violent and general recidivism predictions, machine
learning models show inequality in terms of GFPR along nationality
and age. RisCanvi also shows an imbalance in GFPR values along
nationality groups in violent recidivism prediction.

Hence, it is tried to create parity in this metric while preserving
calibration in each group. The results after bias mitigation is pre-
sented in Table 3 for violent and general recidivism prediction. The
obtained models are referred to in the following as LR-Equalized,
LR_Calibrated-Equalized, and RisCanvi-Equalized.

By comparing the results before and after this bias mitigation
(Table 2 and Table 3 respectively) in violent recidivism, it can be
seen that the discrimination in GFPR has decreased in the order
of 0.08-0.26 and 0.06-0.09 along nationality and age groups respec-
tively. Also, comparing the results before and after bias mitigation
in general recidivism shows that there are reductions in GFPR dis-
parity in the orders of 0.03-0.04 and 0.16-0.19 along nationality
and age groups respectively. However, in both violent and general

recidivism prediction, the decline in GFPR bias is obtained at the
expense of further inequalities in other metrics.

7 DISCUSSION AND CONCLUSIONS
The effectiveness and fairness of Machine Learning (ML) models
in violent and general recidivism prediction were compared to the
RisCanvi risk assessment tool, an in-use model created by experts.
ML models were generated with AUC of 0.76 and 0.73 in violent and
general recidivism prediction respectively which shows slightly
better results compared to the AUC of RisCanvi protocol which is
0.72 and 0.70. It is noteworthy that in this type of task, predictions
are not very accurate in general (existing recidivism prediction
tools typically have AUC in the range of 0.57-0.74 [9, 14, 15]), and
it is found that a hand-crafted formula created by experts is quite
comparable to a machine-learned one. Although the improvement
in accuracy by ML would be insufficient on its own to support its
introduction as a risk assessment tool, a key element of ML models
is their flexibility. An ML model can be re-trained with newer data,
and incorporate new factors as the population of inmates changes
and more data on recidivism becomes available.

By studying differential treatment of RisCanvi and ML models
across different groups, it can be stated that depending on the
desired metric and groups, machine learning and human expert
can lead to different but comparable results. An advantage of ML
models is that the emphasis on different metrics can be changed
during the modeling as legal or policy changes are introduced.
In this study, results in Table 2 showed that in both violent and
general recidivism predictions, there is an inequality in terms of
Generalized False Positive Rate (GFPR) metric along nationality
and age groups. So using a relaxation method [29], it was tried to
set parity in GFPR while preserving calibration in each sub-group
of nationality and age. The results after bias mitigation (in Table 3)
showed that GFPR disparity in violent and general recidivism has
been respectively decreased at most 0.26 and 0.04 along nationality
and 0.09 and 0.19 along age, however, in exchange for inequalities
in some other metrics.

A robust conclusion from this work is that in a context in which
predictive factors neither determine nor yield a clear signal of
low/medium/high recidivism risk, ML cannot be considered a silver
bullet. At the very least, improvements in accuracy need to be
carefully contrasted with potential issues of algorithmic fairness
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Table 3: Equalized GFPR while preserving calibration in violent and general recidivism prediction

Risk Violent Recidivism General Recidivism
Model LR-Equalized LR_Calib-Equalized RisCanvi-Equalized LR-Equalized LR_Calib-Equalized
Group/Metrics AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR AUC GFNR GFPR
National 0.81 0.77 0.07 0.81 0.81 0.06 0.76 0.85 0.08 0.78 0.70 0.15 0.67 0.78 0.14
Foreigner 0.64 0.92 0.05 0.61 0.91 0.05 0.62 0.92 0.06 0.61 0.81 0.12 0.53 0.88 0.12
National
Foreigner (Ratio) (1.27) (0.83) (1.38) (1.32) (0.89) (1.42) (1.23) (0.93) (1.28) (1.28) (0.86) (1.27) (1.26) (0.89) (1.16)

Young 0.84 0.78 0.08 0.71 0.86 0.06 - - - 0.67 0.74 0.17 0.72 0.75 0.15
Old 0.62 0.88 0.07 0.60 0.89 0.06 - - - 0.63 0.78 0.14 0.53 0.86 0.13
Young
Old (Ratio) (1.36) (0.89) (1.17) (1.19) (0.97) (1.05) - - - (1.06) (0.95) (1.22) (1.35) (0.88) (1.18)

when introducing ML, and calibration and some bias mitigation
method (such as equalized odds in this study) needs to be used.
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