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Abstract

Machine learning applications in high-stakes scenarios should always operate
under human oversight. Developing an optimal combination of human and
machine intelligence requires an understanding of their complementarities,
particularly regarding the similarities and differences in the way they make
mistakes. We perform extensive experiments in the area of face recognition
and compare two automated face recognition systems against human annota-
tors through a demographically balanced user study. Our research uncovers
important ways in which machine learning errors and human errors differ
from each other, and suggests potential strategies in which human-machine
collaboration can improve accuracy in face recognition.

Keywords: Human-centered computing, User studies, Face recognition,
Machine learning errors

1. Introduction

Decision support systems powered by machine learning (ML) are increas-
ingly used in high-stakes scenarios including immigration, video-surveillance,
healthcare, justice, and access to labor and education, among many others.
In these application domains, ML systems should not be autonomous, but
rely on a human operator or expert, who should be responsible for the final
decision. An in-depth understanding of the dynamics of human-algorithm
interactions is crucial for developing safe, trustworthy systems [1].

Understanding the complementarities between human and machine intel-
ligence is crucial. In an “ideal” scenario, there is perfect complementarity:
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cases challenging for the ML system are easily handled by the human oper-
ator. Conversely, the worst case is when there is total overlap: cases that
are difficult or uncertain for the ML also lead to human errors. In practice,
we may find applications that are somewhere between these extremes, as our
empirical findings demonstrate within the context of face recognition.

Among other areas that need exploration, little has been done to under-
stand when human and machine errors are similar and when they are dif-
ferent. Analyzing these similarities and differences is particularly important
because the presence of algorithmic errors influences well-known patterns of
human-machine interaction, such as algorithmic aversion [2, 3], a biased and
overly negative human evaluation of an algorithm. The question arises as
to whether this aversion also varies depending on whether or not the errors
presented by the model resemble those that a human agent might make. If
we are able to avoid this type of bias, there is another risk: automation bias,
an over-reliance on automated decision support mechanisms [4]. In this case
we can ask an analogous question: Does a high similarity between human
and machine errors influence the human agent’s ability to judge the accuracy
of the model?

The main goal of this research is to compare ML errors and human errors.
The results obtained from this comparative study serve as inputs for the
development of straightforward yet impactful strategies to combine human
and machine intelligence.

The use of the concept “human error” suggests an homogeneity that is
almost non-existent in real life. Human perception varies from individual
to individual, either due to variations in physiological structures or external
influences such as culture. It becomes even more complex when it comes to
assessing human perception in distinguishing between other human identi-
ties, such as in the context of a face recognition task. We tackle this com-
plexity through a demographically diverse user study for face matching in
which possible inter-individual differences and disagreements are considered.
Proposing hybrid human-machine strategies in the field of face recognition is
crucial. For instance, in an automated system integrated in a police surveil-
lance scenario, interrogating or detaining someone just because a face recog-
nition system has erroneously matched their face in a database of persons
of interest deserves special attention in the current use of facial recognition
technologies. In January 2020, Robert Julian-Borchak Williams became the
first documented example in the U.S. of someone being wrongfully arrested
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based on a false hit produced by facial recognition technology. 1 Many more
cases have been documented, and often there are racial biases.2

Our main findings for the face recognition task we study are: (1) humans
rarely produce false positives; (2) the ML similarity score is a potential error
predictor; (3) humans find it easier to address mistakes made by an individ-
ual model compared to addressing shared errors between two models; and
(4) in face recognition the human perception of gender expression and ethnic
appearance is determinant. These findings provide a method for detecting
potential errors in automated facial recognition, and help us find potential
errors that a human annotator has a high chance of correcting. Applying this
approach in a practical setting enables us to develop an effective evaluation
strategy that maximizes joint human-machine accuracy while controlling hu-
man annotation effort. Unlike other approaches that strictly emphasize the
enhancement of accuracy through algorithmic advancements, this work un-
derscores not only the importance of incorporating the human factor in this
race for accuracy maximization, but also the effectiveness of this approach.

The rest of the paper is organized as follows. In §2 we review related
work, followed by our research questions and our methodology in §3 and §4,
respectively. In §5 we present our results, while in §6 we discuss our results
and present a human-computer collaboration strategy based on our findings.
We also outline some of the limitations encountered in the development of
this work, as well as possible future directions for it. We conclude in §7.

2. Related Work

Even though automated facial recognition systems are not influenced by
factors that affect human ability to match faces (e.g., time pressure [5], fa-
tigue [6], processing capabilities in real-time [7]), they are affected by other
factors.

2.1. Human and ML performance

ML systems may outperform human annotators in tasks considered sim-
ple or moderately difficult, but they tend to struggle when faced with more

1Wrongfully Accused by an Algorithm, The New York Times, 24 June 2020
2When AI Gets It Wrong. Innocence Project, 19 September 2023.
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complex conditions that mirror real-life scenarios. In challenging tasks, non-
expert observers showed performance comparable to that of some facial recog-
nition algorithms, while in some cases experts outperformed these algorithms
[8]. Some systems did not make accurate identifications, while humans ex-
ceeded random chance [9]. Throughout the years, numerous competitions
have been conducted to assess human-algorithm performance in different
face recognition tasks, opposing algorithmic accuracy to human accuracy,
thus establishing a distinction between two solving agents that, instead of
collaborating, compete. Phillips et al. [10] conducted a cross-modal study
to evaluate the results of selected human-algorithm competitions in facial
recognition. Their findings revealed that algorithms outperformed humans
in the case of simple frontal static images, whereas humans demonstrated
superiority in challenging static images and videos. Rice et al. [9] were in-
terested in the specific cases where the facial recognition system fails, and
investigated how humans performed in these cases. They documented in-
stances where facial recognition algorithms did not achieve any successful
matches, while humans outperformed random chance. White et al. [8] ob-
served that in forensic facial identification algorithms performed similarly to
certain observers and were outperformed by experts.

2.2. Combining human and machine intelligence

Researchers have seek to uncover how human and machine intelligence
can be reliably combined. Algorithm aversion has been extensively studied
[11, 12], and has been shown that it becomes particularly noticeable when
users witness mistakes made by the algorithm [3]. This aversion is reduced
when the user has some level of control (even if little) over the prediction
process [13, 14].

This situation illustrates that the successful integration of facial recogni-
tion systems in practical settings necessitates more than just technological
progress. According to the EU AI Act [15], the implementation of facial
recognition should be proportionate and deployed only when strictly neces-
sary. In [16], Negri et al. present a framework aimed at determining whether
a facial recognition intervention is appropriate for a particular usage scenario.
Other factors such as the application context, including the prospective end-
users and the demographic characteristics of the population on which the sys-
tem will operate, must be thoroughly taken into account. These approaches
are closely connected to investigating human-centered ML techniques [17],
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such as human oversight strategies for assessing and enhancing system out-
comes [18, 19], as well as mechanisms for preserving the essential human
element in decision-making in areas where safeguarding fundamental rights
is particularly crucial [20].

2.3. Human factors in decision support

Numerous studies have been conducted to explore methods for incorpo-
rating human factors into ML systems. Han et al. [21] introduced an emotion
detection model that leveraged inter-annotator agreement to provide a pre-
diction that is more akin to human judgment. Their approach diverged from
the conventional belief that a person’s state can be simply classified into a
hard category or single value. The idea of representing the human element
using a continuous distribution is endorsed by Peterson et al. [22], who intro-
duced a novel image dataset that includes a comprehensive range of human
annotations for each image. By representing human-like uncertainty, they
achieved favorable results in terms of robustness and out-of-training-set per-
formance, demonstrating that errors in human classification can be just as
enlightening as accurate responses.

Related to facial recognition technologies, Andrews et al. [23] raised
doubts about the ability of categorical labels to capture the continuous spec-
trum of human phenotype diversity, particularly in the context of deducing
delicate characteristics like social identities (as only a few facial recognition
datasets include self-identified categories). They presented a dataset with
human perception of face similarities that can be used to learn an embed-
ding space aligned with human perception. In relation to the distinctive
features present in human perception, Makino et al. [24] examined the dif-
ferences between deep neural networks (DNNs) and human perception in
medical diagnosis, focusing on breast cancer screening. They discovered that
DNNs utilize features that radiologists often ignore and are outside areas that
they considered suspicious. This underscores the importance of incorporat-
ing domain knowledge into comparisons of human and machine perception
to prevent erroneous outcomes. In a similar vein, Huber et al. [25] pro-
posed the propagation of model uncertainties to the final output to enhance
transparency of facial recognition systems and offer a deeper understanding
of the verification process. Additionally, Papenmeir et al. [17] conducted a
study involving users and discovered that the perceived accuracy of a model
was notably more reduced when users saw the model failing on a simple task
compared to when it made mistakes on more challenging tasks. This research
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suggests that algorithm aversion may be impacted differently based on the
type of model errors encountered.

While it is desirable to have greater consideration of human factors in
the automated decision-making process, researchers have also studied the
negative consequences of mimicking certain human biases [26]. The other-
race effect for face recognition (our ability to best recognize the identity of
faces from our own race) has been observed in several human studies [27, 28].
Philips et al. [29] showed an other-race effect for the algorithms, conclud-
ing that their performance varies as a function of the demographic origin of
the algorithm and the demographic contents of the test population. Simi-
larly, motivated by this human bias, Flores-Saviaga et al. [30] propose an
alternative interface to the classical human-in-the-loop interface and suggest
that deriving the classification of facial image pairs as a function of annota-
tors’ race will improve the efficiency of the system. But, as they point out,
such design decisions carry delicate ethical implications that underscore the
importance of work along other lines.

There is a recent line of research investigating how human annotators can
be effectively introduced into the loop so the algorithm can pass the final de-
cision to the human when certain conditions are given [31, 32, 33]. These
conditions are often related to the low confidence of an automated system,
which can be used to determine what type of human-machine interaction is
most appropriate in a hybrid system [34], as well as to distinguish which
annotations flows should be adopted to make human-machine collaboration
more efficient [35]. Combining decisions of systems and humans based on
(weighted by) their perceived individual similarities has also been investi-
gated [36].

To the best of our knowledge, most of the efforts in integrating human
factors into technology have mainly focused on encoding specific human traits
and enhancing model performance — observing humans and refining models
independently. Some more recent efforts have gone further, proposing novel
techniques to combine human and machine performance. However, there is
still a lack of understanding of the key differences of decision-makers, espe-
cially in contexts where the task involves a certain subjectivity. In a scenario
where there is no longer only the final decision related to the task at hand,
but also the decision as to which agent — human, algorithmic or combina-
tion of both — should make the final decision, it is important to know the
strengths and weaknesses of both agents, which of these are shared and which
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diverge, and how these differences and similarities can be exploited. Here, we
propose to study human and machine similarities and differences to capture
and understand their complementary aspects so that this knowledge enables
efficient and accountable human-machine interaction paradigms. For this
purpose, we establish an error-centred comparison of human and machine
performance in solving a face matching task. Examining these distinctions
and similarities is crucial for enhancing the effectiveness of human oversight
of algorithms, and for gaining insights into integrating the human factor
into decision-making processes. Additionally, we explore how gender and
ethnicity can influence human errors, building on earlier findings that have
identified their significance in tasks that involve facial recognition [29, 37].

3. Research Questions

The main goal of this work is to study model errors in face recognition,
comparing them with human errors. We also investigate how human concep-
tions of gender and ethnicity affect these errors.

Our experimental setting, described in detail in §4, is based on a num-
ber of face recognition tasks that are performed by two automated systems,
as well as by human annotators hired through a crowdsourcing platform.
These tasks consist of matching facial images: given a pair of facial images,
determining whether they belong to the same individual or to two distinct
individuals. Both the two automated models and the set of annotators per-
formed this task independently.

3.1. Error consistency

We would like to characterize similarities and differences between human
errors and ML system errors. To achieve this, first we need to determine if
errors and successes are consistent, i.e., if we can determine which are the
subsets of face recognition tasks in which errors and successes are concen-
trated.

RQ1aAre human annotators consistent when solving a face recog-
nition task?

RQ1b Are ML systems consistent when solving a face recognition
task?
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If humans are consistent in their errors and successes, then we can define
for a ML system in general, and for a face recognition system in our case,
“human-like” errors as those machine errors that a human would also tend
to make, and “non-human-like” errors as those machine errors that a human
would not be likely to make.

3.2. Error alignment

We want to uncover whether there are common difficulties between ML
systems and human annotators. We expect these common difficulties to man-
ifest as incorrect human annotations on those face recognition tasks where
the ML system erred. We also expect to obtain more incorrect annotations
in cases where more than one ML system errs. If human annotators and
ML systems know whether they are likely to be making a mistake (i.e., pro-
vide a low-confidence annotation), then we would like to test whether their
confidence in annotation aligns. This would indicate that not only there are
face recognition tasks that are likely to lead to errors by human annotators
and ML systems, but that there are also tasks that are more challenging and
elicit less certainty in both situations.

RQ2a Are human annotators more likely to make a mistake in
a face recognition task if a ML system also gives an incorrect
answer for that task, compared to tasks for which the system is
correct?

RQ2b Are human annotators even more likely to make a mistake
if more than one ML system is incorrect?

RQ2c Are human annotators’ perception of similarity and ML
computations of similarity correlated?

3.3. The role of gender and ethnicity in errors

We define, as detailed in the next section, a false positive in face recog-
nition as the incorrect identification of two images of different people as the
same person. False positives involving people of different gender and/or eth-
nicity are unlikely to be made by human annotators, as differences related to
gender expression and ethnic appearance are determining factors in humans
when establishing an identity judgment [29, 37]. In addition to errors, we
would like to know whether cases where images are perceived to have differ-
ent gender/ethnicity by human annotators lead to lower confidence by a ML
system.
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We remark that “human perception of gender and ethnicity,” refers to
differences and similarities in terms of gender expression and ethnic appear-
ance, and not in terms of gender identity or self-ascription to an ethnicity.
As described in the next section, in some datasets labels are not provided by
the photo subjects themselves, but are inferred through other means.

RQ3a Are ML errors on pairs of images labeled as depicting dif-
ferent gender expression, or eliciting different perceptions of eth-
nicity unlikely to be made by human annotators, to the extent that
this can be used to characterize “human-like” and “non-human-
like” errors?

RQ3b Are human perception of similarity and/or ML similarity
score correlated with human perception of gender and/or ethnicity
similarity?

3.4. Exploratory study of error-based human-machine collaboration

With the above questions we want to know if we can develop a strategy
to optimise human-machine collaboration in the context of solving a face
recognition task. The consistency raised in the first question would allow
us to generalise in this context, while the study of the alignment between
human and machine error patterns would allow us to detect the key points
of complementarity for the development of a successful strategy.

RQ4 Can we design a human-computer collaboration strategy
based on the results obtained from this comparative study?

4. Experimental Setup and Ethical Considerations

In the next five subsections we detail the data used and the methodolog-
ical aspects of this work. In the last subsection we detail some of the ethical
aspects that have been taken into account in the development of this work.

4.1. Datasets

4.1.1. Training data.

We used two pre-trained face recognition models. Both were trained by
their respective authors onMS-Celeb-1M [38], a dataset released by Microsoft
in 2016. According to its authors, it was the largest publicly available face
recognition dataset in the world. It contains about 10M images of nearly
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Table 1: Characteristics of MS-Celeb-1M [38, 39] and DemogPairs [26].

MS-Celeb-1M DemogPairs

# Images 10M 10.8K
# People 100K 600

% Female ≈80% 50%
% Male ≈20% 50%

% White 76.3% 33.3%
% Black 14.5% 33.3%
% Asian 6.6% 33.3%
% Other 2.6% -

100K people. After an investigation by Financial Times in 2019,3 it was
found that many of the people who appeared in the images were not asked for
their consent, nor were they aware that their faces appeared in this database.
Some time after this finding, without warning, Microsoft removed MS-Celeb-
1M and its web page4 is currently offline. Before its demise, the dataset was
widely used and still exists in several forms, such as trained models. MS-
Celeb-1M is fairly unbalanced demographically (see Table 1).

4.1.2. Testing data.

We used DemogPairs [26] as the evaluation dataset. It contains 10,800 fa-
cial images corresponding to 600 people divided into 6 balanced demographic
labeled folds: { female, male } × { Black, Asian, White }. These labels were
manually annotated by their authors. We will use labels when we refer to
those from the original dataset, and annotations for those obtained from our
user study. Each demographic fold has 100 subjects, with 18 images per
subject (see Table 1). DemogPairs was created and released by its authors
with the explicit objective of being used as a tool to test for demographic
biases on face recognition models.

3Who’s using your face? The ugly truth about facial recognition Financial Times, 18
September 2019

4https://www.msceleb.org/
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4.2. Models

The two face recognition models used in this work were IR50+ArcFace
[40] and LightCNN v4 [41], both trained, as explained before, over MS-
Celeb-1M by the respective authors. We did not do any additional training
or fine-tuning for this work. Both pre-trained models can be found in their
original sources.5

IR50+ArcFace is an extension of ResNet50 [38, 42], a residual net-
work that has been extensively applied to many image tasks, with an Arc-
Face loss function [40]. It reaches an accuracy of 99.78% in the well-known
LFW (Labeled Faces in the Wild) public benchmark for pair matching [43].
LightCNN was created to learn a compact embedding on large-scale face
data with noisy labels. It has been reported to achieve state-of-the-art results
on various face benchmarks without fine-tuning [41]. In this work, we used
the 29-layer model version, which reaches an accuracy of 99.40% in LFW.

For evaluation, we used face.evoLVe [44], a face recognition library that
provides a standard interface and can be used with various models for face-
related analytics and applications. For the purposes of this research, the
library was instrumented to keep track of individual errors. The instrumented
library is available with our code release.

4.3. Procedure

We performed an online user study, with the following structure.

4.3.1. Participant recruitment

We recruited participants through a crowdsourcing platform for experi-
mentation named Prolific.6 We considered four countries in continental Eu-
rope in which Prolific has large user bases: France, Germany, Italy, and Spain,
plus the United Kingdom and Turkey. The crowdsourcing platform provides
gender information and allows users to self-identify with a “simplified ethnic
group,” which is made available as a criterion for participant selection. We
made sure that our sets of participants were gender balanced, and that for
each pair of images, at least one person from each simplified ethnic group
(White, Black, and Asian) participated in their evaluation. So, for every pair
of images, we collected at least 3 annotations. For the subsequent analysis,

5IR50+ArcFace pre-trained model on MS-Celeb-1M, LightCNN v4 pre-trained model
on MS-Celeb-1M

6www.prolific.co
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for each pair of images, we take into account exactly 3 annotations, one from
each simplified ethnic group.

In total, we recruited 235 participants, excluding 2 of them from our
data due to failed attention checks. For the subsequent analysis, based on
ethnic self-identification, we selected 162 participants. Participants were paid
0.70 GBP to label 10 pairs of images, with an average completion time of
5 minutes. This amounts to 8.4 GBP per hour, which is slightly above the
recommended payment by this platform (8 GBP/h).

4.3.2. Demographic questionnaire

Participants were asked about their age, gender identity, and ethnic back-
ground (see Figure 1).

4.3.3. Face recognition tasks

Participants evaluated one pair of images at a time. The participant had
to answer the question Are they the same person?, with the possible options:
No, Probably not, Not sure, Probably yes or Yes.

If the answer was different from Yes, then the same pair of images was
shown one more time, and the participant was asked about some of the
differences between the two images. These differences referred to gender
expression, ethnic appearance, and age appearance (see Figure 1c for details).
The participant had to answer three questions: How are these persons in
terms of { gender expression — ethnic appearance — age appearance}. Each
question had to be answered independently on a scale with five options:
Different, Probably different, Not sure, Probably equal and Equal. We remark
that we asked about “expression” and “appearance” because the participants
do not know the identities of the photo subjects.

4.3.4. Task selection

We found that the joint accuracy of the face recognition models (see §4.4)
was correct above 95% of the tasks. Hence, due to budget constraints, we
annotated all the cases where the models were wrong (“misses”), and a sam-
ple of cases in which both models were right (“hits”). First, we annotated
363 “misses” (237 false negatives and 126 false positives, see Table 2), which
were shown to a total of 164 participants, from which we selected a demo-
graphically balanced set of 108 participants. Next, we annotated 180 model
“hits,” which were shown to a total of 69 participants, from which we se-
lected a demographically balanced set of 54 participants. This selection of
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(a) Demographics questionnaire.

(b) Pair shown to the participant in survey.
First question.

(c) Second question shown to the participant only when they answered something different to
Yes in the first question.

Figure 1: Survey screenshots. First, participants were asked about their age, gender
identity and ethnic background. Then, participants started to evaluate the pairs of images.
For those where the participant was not completely sure of both identities being the same
person (answering something different to Yes in question 1b), participants were asked to
provide some details relate to gender expression and ethnic appearance similarities, as
shown in 1c.
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“hits” was a random sample that was demographically balanced for the true
positive set (90 pairs) and for the true negative set (90 pairs).

4.4. Measurements

We measured the following dependent variables.

Accuracy. Accuracy is defined as the fraction of correct responses with re-
spect to the ground truth.

1. Machine accuracy: Joint accuracy of the models. Each individual
accuracy is calculated as the number of correct answers divided by the
total number of pairs. To calculate the joint accuracy, in those cases
where there is a disagreement between both models (for pairs labeled
as positive by one model and as negative by the other) the average of
their calibrated similarity scores is calculated and the label is decided
based on this average (positive if it is above 0.5 and negative if it is
below).

2. Human accuracy: Accuracy of the human annotators, as a group of
three annotators. This is computed as a macro average, i.e., first all
the human evaluations on a pair of images are averaged, and then we
determine whether that average is correct or not, computing human ac-
curacy as number of correct responses by group of participants divided
by the total number of pairs.

Similarity. This is a measurement of how similar the model or the human
annotator perceives the persons in the images.

1. ML similarity score: Given two images, the model computes two
embeddings or feature vectors (one per image). The numerical dis-
tance between these embeddings, d, is compared against a threshold
θ to determine the output (if d < θ, the pair of images is labeled as
positive, while if d > θ, the pair of images is labeled as negative). After
normalizing this distance, we take 1 − d as the similarity of the pair.
Because the original scores are not calibrated, we calibrate this similar-
ity, so it can be interpreted as a probability lying in the [0, 1] interval.
Scores close to 0.5 can be interpreted as a low model confidence.

2. Human perception of similarity: this is inferred from the distance
between the answer Not sure and the annotator’s actual answer to the
questions specified in section §4.3. From this measurement we can infer
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human confidence: the answers in the extremes (No and Yes) corre-
spond to the highest confidence, while answer Not sure corresponds to
the lowest confidence.

4.5. Ethical Considerations

Our research plan was reviewed and approved by the Ethics Review
Board of our university. The review included compliance with internation-
ally accepted ethical principles in research, and with personal data protection
guided by the EU General Data Protection Regulation (2016/679).

Regarding the gender and ethnicity discussed in this paper, it is important
to note two things: (1) the original labels regarding gender and ethnicity in
the testing database were inferred by means other than directly asking the
person in the image about their demographics, so they should in no way
be assumed to be true, and (2) in our study the participants were shown
a pair of images and were asked about the similarity of gender expression
and ethnic appearance, these being different concepts to those relating to the
social identities of people in the images.

5. Results

In what follows, we will consider a human error when the mean response
of the three annotators solving the same task corresponds to a wrong re-
sponse, and a human success when the mean response corresponds to a cor-
rect one. Equivalently, we will consider a machine error when at least one
of the two models solves the task incorrectly and a machine success when
both models are correct. For brevity, we will use ”false positives”, ”false
negatives”, ”true positives” and ”true negatives” when we refer to the re-
sponses given by the models. In case we refer to the annotators’ responses,
we will do so explicitly (e.g., Human False Negatives for positive pairs that
annotators classified as negative). We will also show some significance test
results (p-values, noted as p). Since what we want is to compare unknown
a priori distributions, and by virtue of the continuity of our data, all these
tests correspond to Kolmogorov-Smirnov tests.

5.1. Participant Demographics

Participants were on average 27.3 years old (SD=12.0 years). Out of the
82 participants that indicated their gender, 45 (55%) identified as female, 34

15



(41%) as male, and 3 (4%) as non-binary. The majority of the 205 partic-
ipants that indicated an ethnicity identified as “White” (46%), followed by
“Non-Arab African” (19%), “South Asian“ (13%), and “East Asian” (9%).
The remaining ethnicities accounted for less than 5% of the participants each.

5.2. Error Consistency (RQ1)

We now consider the agreement of human annotations, i.e., the extent
to which multiple people agree on whether a pair of images represents the
same person or not. Annotators were shown a total of 543 pairs of face
images: 363 machine errors and 180 machine successes. Since the successes
shown to the annotators are only a sample of all the successes from the
models, we oversampled them to balance the workload. We also transformed
every human annotation, originally based on a numeric 5-point scale, into
a binary annotation in order to stablish a fair comparison between human
and machine agreement. We obtained a moderate multi-rater agreement
among annotator responses (Fleiss’ kappa = 0.47), which suggest that there
is a mixture of agreement and disagreement between annotators (RQ1a).
The moderate agreement present among the annotators is mainly due to
the agreement they reach in those cases where the machine successes (Fleiss’
kappa = 0.51), while in the cases where the machine makes a mistake we find
no better agreement than would be the case by chance (Fleiss’ kappa = -0.05).
As Figure 2a shows, human annotators are almost always correct in negative
pairs, i.e., when both images represent different people, as less than 5% of
pairs are incorrectly classified as positive by the annotators. However, when
images represent the same person, results are mixed. Figure 2b shows that
although most of the positive pairs were correctly classified by the annotators,
approximately 30% of those pairs were incorrectly categorized as negative.
Differences in the distributions of labels on negative and positive pairs (as
shown in the comparison of Figure 2c) are significant at p ≪ 0.0001.

For the models, we obtained an almost perfect inter-rater agreement be-
tween the outputs of IR50 and LightCNN (Fleiss’ kappa = 0.92), which
suggests that the agreement between models is much better than would be
expected by chance (RQ1b). The human tendency to err with higher prob-
ability in positive pairs is similar to the models’ way of erring: more than
65% of model errors are false negatives (see Table 2). The agreement among
human annotators becomes significantly lower when we consider only human
errors (Fleiss’ kappa = −0.05), suggesting a poor agreement among anno-
tators when their mean outcome is erroneous. This reduction in agreement
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(a) Different people (b) Same person (c) Comparison

Figure 2: Human evaluations over 543 pairs of facial images. Negative pairs correspond
of images of different people (216 negative pairs, see Figure 2a), while positive pairs
correspond to images of the same person (327 negative pairs, see Figure 2b). In Figure 2c,
we see the comparison of the distribution of negative pairs evaluations and positive pairs
evaluations. Responses range from -2 (“No”) to +2 (“Yes”).

Table 2: Model errors, from a total of 5,460 evaluations. M1 stands for IR50, M2 stands
for LightCNN, M1∩M2 stands for the common cases, and M1∪M2 stands for the union of
cases with no repetition.

Model 1 Model 2 M1∩M2 M1∪M2

False Negatives 160 181 104 237

False Positives 71 88 33 126

Total 231 269 137 363

is even more pronounced with the inter-rater agreement between models for
machine errors (Fleiss’ kappa = −0.29), which suggests a great disagreement
in tasks where at least one of the models made a mistake. The interpretation
of negative values for Fleiss’ kappa are based on [45].

5.3. Error Alignment (RQ2)

Next, we studied the extent to which human successes/errors are aligned
with machine successes/errors. We considered four categories of model out-
comes: True Positives, False Negatives, True Negatives, and False Positives.
Human performance when evaluating True Negative pairs was significantly
different from human performance when evaluating False Positive pairs (p ≪
0.0001). Differences were also significant in the case of human performance
in the two subsets of positive pairs (p ≪ 0.0001).
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(a) Different people (b) Same person

Figure 3: Human evaluations of machine errors (in orange, right violin in every figure) and
successes (in blue, left violin in every figure). Negative pairs (a) correspond to images of
different people, with False Positives indicating pairs that the models mistakenly labeled
as the same person. Positive pairs (b) correspond to images of the same person, with
False Negatives indicating pairs that the models mistakenly labeled as different people.
Responses range from -2 (“No”) to +2 (“Yes”).

In the case of negative pairs, in which human annotators are almost always
correct, Figure 3a shows less certainty and a possibility of error in the pairs
in which ML models make a mistake. Human annotators are less likely to
select the option “No” and more likely to select the option “Probably not”
when asked about a pair of images of different people for which the ML
models mistakenly indicated that they were the same person. In the case of
positive pairs, shown in Figure 3b, we see a similar trend. In this situation,
human errors are concentrated in the cases in which the models also made
an error. In other words, there are some pairs of images of the same person
for which both human annotators and models are likely to err. This, put
together with the significance above, suggests that humans find cases where
the machine erred more difficult in comparison to those where the machine
succeed (RQ2a).

In general, annotators were more likely to make a mistake on pairs in
which both models made an error (RQ2b); with human certainty (preference
for “No” over “Probably not”) reduced in false positives of both models,
and human error more likely in false negatives of both models. In the case
of False Positives, human evaluation over those errors committed solely by
IR50 are significantly different from human evaluations over those committed
by both models, at p < 0.001. However, human evaluations over False Posi-
tives committed solely by LightCNN is not significantly different from human
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(a) (b)

Figure 4: Human evaluations of machine errors made by model IR50 only, errors made by
model LightCNN only, and errors made by both models. Responses range from -2 (“No”)
to +2 (“Yes”).

evaluation over False Positives committed by both models (p = 0.17). We
depict these differences in Figure 4a. In the case of False Negatives, human
evaluation over those committed solely by IR50 is significantly different from
human evaluation over those committed by both models (p < 0.001). Simi-
larly, human evaluations over False Negatives committed solely by LightCNN
are significantly different from human evaluation over False Negatives com-
mitted by both models (p ≪ 0.0001). We depict these differences in Figure
4b.

We examined human annotators’ perception of similarity and compared
them with model-computed similarity scores. This time we distinguished be-
tween eight overlapping categories of human and model errors and successes:
{ Human, Machine } × { True Positives, False Positives, True Negatives,
False Negatives }. When both models and annotators gave correct responses,
there were differences between the machine similarity score and annotator’s
perception of similarity (see blue violins in Figure 5). We found significant
differences between both similarities for positive cases (p ≪ 0.0001), and for
negative cases (p ≪ 0.0001).

This analysis reveals differences in the distribution of machine similarities,
which tend to be bimodal and concentrated on the extremes, while human
perceptions of similarity are more nuanced and dispersed (RQ2c). We found
significant differences when both models and annotators gave incorrect re-
sponses (see orange violins in Figure 5) for negative pairs (p ≪ 0.0001), but
not for positive pairs (p = 0.35). In the case of False Positives, annotators’
perception of similarity when claiming a negative pair as positive tended to
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Figure 5: Human annotators perception of similarity and machine similarity score for
different categories of human/machine errors (in orange) and successes (in blue). Note
that machine confidence can be inferred from the similarity score (the further the similarity
is from 50%, the higher the confidence). The yellow band near a similarity score of 0.5
includes machine errors that can be anticipated as possible errors.

Figure 6: Human evaluation over False Positive machine errors. We examined pairs of
images annotated as having different gender expression or different ethnicity appearance,
compared to pairs annotated as having similar gender expression and similar ethnicity
appearance. This indicates that annotators are less confident in differentiating between
two distinct identities when they observe similarities in terms of gender expression and
ethnic appearance.

accumulate close to 0.5, indicating a low confidence in their answers (for
comparison with machine similarity scores, human similarity 0.5 corresponds
to the case “Not sure”). The yellow band around similarity 0.5 in Figure 5
includes machine errors that based on these observations could be predicted
in advance as potential errors.

5.4. The Role of Gender and Ethnicity (RQ3)

We examined human evaluations over two categories of False Positive
errors, i.e, cases of the different people mistakenly identified by a model as
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Figure 7: Distribution of human perception of gender expression similarity (1 - Different,
5 - Equal) for different human and machine outcomes, compared to human similarity
perception, and machine similarity score, respectively.

being the same person. We compared pairs of facial images annotated as
different in terms of gender expression or ethnic appearance, against pairs
of facial images annotated as similar in gender expression and similar ethnic
appearance. Figure 6 shows the results, and indicates that humans are less
certain about their answer to the question on whether both images depict
the same person (i.e., more likely to indicate “Probably not” and less likely
to indicate “No”) for those pairs annotated as having equal or similar gender
expression and similar or equal ethnicity appearance (RQ3a). Differences are
significant at p ≪ 0.0001.

Figure 7 depicts two-dimensional plots in which we compare the human
perception of gender expression similarity (in the x axis) against the human
perception of similarity of the images (in the y axis). For the human percep-
tion of ethnicity similarity, the visual patterns are very similar (see Figure
8). The user interface for this question is the one showed in Figure 1.

People state that images of the same person portray the same gender ex-
pression and ethnic appearance. This is more evident (less noisy) in the case
of gender expression, suggesting that this signal determines more directly the
human label than ethnic appearance. Another possible explanation is that
ethnic appearance might be more affected by different lightning conditions
in the images (RQ3b).

In our experiments, we found partial evidence of the “other-race” effect
(see Table 3). We calculated the error rates for the three self-ascribed eth-
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Figure 8: Distribution of human perception of ethnicity appearance similarity (1 - Differ-
ent, 5 - Equal) for different human and machine outcomes, compared to human similarity
perception and machine similarity score, respectively.

Table 3: Human and Machine error rate. First three rows are demographic groups evalu-
ating different set of pairs. ”White-white” pairs stands for pairs containing images of two
people labeled as white, and so forth.

white-white pairs black-black pairs asian-asian pairs

White 0.10 0.45 0.20
Black 0.55 0.04 0.02
Asian 0.18 0.06 0.09
Machine 0.09 0.07 0.09

nicities: White, Black, and Asian. We considered only pairs of images with
the same ethnicity label in both images and computed the error rate for
each of these sets of pairs. “White” annotators are the most accurate when
annotating images of “White” people, and “Black” annotators are the most
accurate when annotating images of “Black” people, but this was not the
case for “Asians”.

5.5. Exploratory study of error-based human-machine collaboration (RQ4)

We conducted a study with the intention of illustrating the consequences
of applying a human supervision strategy based on the results previously ob-
tained. We studied the improvement over model accuracy that would result
from manually reviewing the pairs evaluated by the machine. As explained in
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Figure 9: Human evaluation of pairs classified by the machine. On the left, (a) shows the
evolution of joint human-machine accuracy when annotators evaluate pairs in increasing
order of machine certainty, inferred from machine similarity score. On the right, (b) shows
the evolution of joint human-machine accuracy if, in addition to the previous strategy, we
prioritized those pairs where the models gave different answers (blue line). This accuracy
exceeds the joint accuracy obtained when this priority is not taken into account (orange
line). The initial machine accuracy was 93.5%. Cost represents the rate of the number of
annotators.

the experimental settings, the “machine accuracy” is the accuracy resulting
from the combined performance between the IR50 and LightCNN models.
Under these considerations, the accuracy achieved by both models jointly is
93.5%.

The first improvement is based on the results obtained related to RQ2c:
the use of machine confidence to prioritize those cases that have a high prob-
ability of being corrected by the human annotator. Note that machine con-
fidence can be inferred from the similarity score (the further the similarity
is from 50%, the higher the confidence, see Figure 5). The evolution of joint
accuracy when this prioritization is implemented can be seen in the colored
line in Figure 9a. We can observe that the pairs that human annotators are
able to solve correctly are concentrated at the beginning of the workflow,
leading to an early and rapid growth of the joint accuracy. This marked
improvement in accuracy contrasts with the results we would obtain if this
strategy were not taken into account (see the black line in Figure 9a).

The second improvement is based on the results obtained when investigat-
ing RQ2b: prioritizing those pairs where the models gave different answers,
i.e., only one of the two models correctly classified the pair. As we can see in
Figure 9b, the joint accuracy obtained if these pairs are prioritized (blue line)
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exceeds the joint accuracy obtained when this priority is not implemented
(orange line) during most of the human annotation flow, especially at the
beginning.

6. Discussion

This study comparing human errors and machine errors allows us to
develop strategies for enhancing the efficiency and effectiveness of human-
computer collaboration in the domain of face recognition tasks. In partic-
ular, we should try to make the most of human capabilities to complement
machine deficits, and viceversa. Three main observations can be deduced
from the results obtained by investigating the first three research questions
posed at the beginning of this paper.

First, sufficient consistency was observed in both the annotations pro-
vided by the humans and the responses generated by the model. The con-
sistency in human responses enables us to identify “non-human-like” errors,
which are errors that models make but are unlikely to be made by humans.
In our setting, these are false positive pairs. When examining the correla-
tion between human errors and machine errors, it was observed that when
the machine makes a mistake, humans are more likely to make a mistake
as well, particularly in the case of positive pairs, where humans have a high
error rate in comparison with the machine false negative error rate. How-
ever, in negative pairs, although human confidence decreases for those cases
where the machine fails, human responses are mostly accurate. While hu-
mans encounter more challenges with machine false negatives compared to
true positives, humans seem to find no challenge with machine false positives,
suggesting that the machine struggles with certain negative pairs, while hu-
mans do not find them difficult.

Next, when we categorize machine errors into those occurring in just
one of the two models and those occurring in both models, we observe two
distinct patterns for positive and negative pairs when compared to human
assessments. In the case of a machine false negative pair, humans are notably
more prone to error when that false negative is committed by both models.
This reveals a correlation between the challenges faced by both models and
those faced by humans when assessing positive pairs. However, when a hu-
man assesses a machine false positive pair, the probability of error is not
significantly influenced by whether the error is common to both models or
not, which is consistent with the observation above. However, what is sig-
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nificantly influenced is the change in human certainty, which is smaller, but
still correct.

These two observations indicate that (1) humans have a significantly bet-
ter capacity to distinguish negative pairs compared to machines. Of the 126
false positives made by the machine, humans made only 6 errors (4.8%),
and successfully identified all negative pairs correctly classified by the mod-
els. And (2) humans have a significantly better capacity to correctly classify
those pairs in which both models disagree, over those pairs in which both
models are wrong.

Finally, we observed that only when humans and machine make an er-
ror by failing to detect a positive pair, their similarity scores could become
similar. In all other scenarios of correct and incorrect identifications, the hu-
man and the machine provide responses based on notably different similarity
scores. Moreover, there is a substantial disparity between the machine’s sim-
ilarity rating for a correct identification and the machine’s similarity score
for an incorrect one. This difference is even more pronounced when the ma-
chine classifies a pair as positive. This, combined with the high accuracy
mentioned above of humans over machines in evaluating certain pairs, could
help to anticipate potential errors and suggest that a manual examination of
these cases by a group of annotators could be beneficial.

Based on these observations, following the suggested strategies we could
improve the accuracy of the system by approximately 3 percentage points
by assuming 10% of the total cost only (i.e., by assuming the cost of 546
human annotations). This improvement of 3% is equivalent in our case to
the correction of 148 pairs (98 negative and 50 positive) misclassified by the
machine, which outweighs the improvement of just 0.4% (equivalent to 27
corrections, 19 negative and 8 positive pairs) that we would achieve if we
did not follow the proposed strategies. This study is a clear example of how
the findings of such comparative and exploratory analysis can facilitate the
proposal of simple but powerful human-machine interaction paradigms.

6.1. Limitations and future work

Approaching more real-world use cases also highlights a possible limi-
tation of the work developed here. In use cases for face recognition tech-
nologies, the nature of the domain determines under which thresholds of
similarity score (and, therefore, machine confidence) the machine’s response
is considered positive or negative. In cases where, for example, it is desirable
to prioritize the reduction of false positives without the possible increase of
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false negatives being detrimental (e.g., face recognition methods for private
access controls [46]), the similarity score is set at a higher value than in other
scenarios where it is desirable to prioritize the reduction of false negatives
(e.g., face recognition methods for law enforcement [47]). This work has been
approached from a symmetric costs point of view (with a threshold for the
similarity score of 50%) and thus serves as an example or starting point for
possible different scenarios to be readjusted.

Also, the error behavior of a system (and beyond errors, its overall be-
havior) is highly dependent on the training data and the architecture of the
chosen model. In this work we have chosen two specific pre-trained models
(IR-50 [42] and LightCNN [41]), well known in the literature, taking care that
the training was based on the same dataset MS-Celeb-1M [38] for a fair com-
parison. In this sense, RQ1a and RQ1b in §3.1 could be interpreted, rather
than as research questions, as prerequisites. The consistency alluded in RQ1
allows us to propose an error characterization, a differentiating axis between
human errors and machine errors, on which the exploration and comparisons
developed in this work are then based. It is therefore important to bear in
mind that in other different scenarios this condition might not be present.

A possible future work is based on revisiting some of the biases that
may occur in a human-machine interaction scenario taking into account the
results of this analysis. Biases such as algorithmic aversion, overconfidence, or
confirmation bias can vary significantly depending on whether the resolution
offered by the machine is more or less similar to the resolution that a human
agent could offer. More specifically, our results suggest that machine aversion
is more likely to be found in scenarios where minimizing false negatives is
prioritized, as this will increase the proportion of false positives and, as this
is a rare error in humans, may cause more rejection.

7. Conclusions

The main conclusions drawn from this work are the following:

1. The facial recognition models shows a marked disparity in similarity
scores between correctly and incorrectly resolved pairs.

2. There is a correlation between the shared challenges faced by the models
(errors made by both models and not just one) and the difficulties
experienced by humans, whereas humans encounter fewer issues when
classifying pairs where the models provided different results.

26



3. Humans perform substantially better than facial recognition models in
assessing negative pairs (pairs consisting of different identities).

Observation (1) enabled us to detect potential errors in the facial recog-
nition models, while observations (2) and (3) helped us prioritize those po-
tential errors that a human annotator has a high chance of correcting. Im-
plementing this in practice allowed us to design a manual evaluation strategy
that achieves maximum joint human-machine precision with a very low num-
ber of annotations.

In addition to the quantitative improvements shown in this work, it is
worth paying attention to the impact that some of these conclusions could
have on facial recognition tasks in real-world contexts. As we saw in the
human-machine collaboration paradigm proposed above, most of the ma-
chine errors corrected by a human annotator are negative pairs that were
predicted as positive by the model. It is worth noting that this should not
only be taken into account when a face recognition system is already in the
development or deployment phase, but also when evaluating the suitability
of integrating an automatic face recognition system in the specific appli-
cation domain. In scenarios where the occurrence of false positives might
have serious consequences and potentially affect fundamental rights, if there
is a concern of lack of adequate human oversight, the integration of facial
recognition technologies demands a rigorous and thoughtful reconsideration.

In use cases where the resolution of face recognition tasks by a machine
learning system can be conveniently monitored by human reviewers, it is still
imperative to implement oversight strategies that acknowledge and address
the disparate error patterns exhibited by humans and machines.

A noteworthy aspect is the observation that the human advantage over
machines in assessing negative pairs might be linked to the perception that
humans have built on notions of similarity and difference in gender expres-
sion and ethnic appearance. Given a pair of images corresponding to two
different identities, if a human makes the mistake of saying that they are the
same person (which, as we have seen, happens infrequently), it does so in
the belief that both identities share a similar gender expression and ethnic
appearance. When the human correctly classifies a negative pair that was
classified as positive by the machine, both perceptions of gender and ethnic-
ity seem to play a distinctive role in the final human decision. This apparent
human tendency to use gender and ethnicity-related characteristics to differ-
entiate negative pairs could be due not only to gender and racial stereotypes
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perpetuated in society, but also to the predominant presence of stereotypical
images in face recognition databases [48, 49].

Finally, our results suggest that facial recognition algorithms are not ad-
vanced enough to fully replace human roles in real world scenarios. This
may also not be desirable, especially in light of the recent ethical and legal
concerns that have been raised about the use of this technology. The current
draft of the EU AI Act [15] contains many explicit and implicit allusions to
facial processing, whose applications are considered at different risk levels,
including high risk and forbidden. This envisions a future scenario for face
recognition technologies in which permanent human oversight will be essen-
tial, highlighting the value of preserving human input in decision-making.
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Badia, Towards efficient annotations for a human-ai collaborative, clin-
ical decision support system: A case study on physical stroke rehabili-
tation assessment, in: Proceedings of the 27th International Conference
on Intelligent User Interfaces, 2022, pp. 4–14.

[36] P. J. Phillips, A. N. Yates, Y. Hu, C. A. Hahn, E. Noyes, K. Jackson,
J. G. Cavazos, G. Jeckeln, R. Ranjan, S. Sankaranarayanan, et al., Face
recognition accuracy of forensic examiners, superrecognizers, and face
recognition algorithms, Proceedings of the National Academy of Sciences
115 (24) (2018) 6171–6176.

[37] D. B. Wright, B. Sladden, An own gender bias and the importance of
hair in face recognition, Acta psychologica 114 (1) (2003) 101–114.

[38] Y. Guo, L. Zhang, Y. Hu, X. He, J. Gao, Ms-celeb-1m: A dataset
and benchmark for large-scale face recognition, in: Computer Vision–
ECCV 2016: 14th European Conference, Amsterdam, The Netherlands,
October 11-14, 2016, Proceedings, Part III 14, Springer, 2016, pp. 87–
102.

[39] M. Wang, W. Deng, J. Hu, X. Tao, Y. Huang, Racial faces in the wild:
Reducing racial bias by information maximization adaptation network,
in: Proceedings of the ieee/cvf international conference on computer
vision, 2019, pp. 692–702.

[40] J. Deng, J. Guo, N. Xue, S. Zafeiriou, Arcface: Additive angular margin
loss for deep face recognition, in: Proceedings of the IEEE/CVF confer-
ence on computer vision and pattern recognition, 2019, pp. 4690–4699.

[41] X. Wu, R. He, Z. Sun, T. Tan, A light cnn for deep face representa-
tion with noisy labels, IEEE Transactions on Information Forensics and
Security 13 (11) (2018) 2884–2896.

[42] K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image
recognition, in: Proceedings of the IEEE conference on computer vision
and pattern recognition, 2016, pp. 770–778.

[43] G. B. Huang, M. Mattar, T. Berg, E. Learned-Miller, Labeled faces
in the wild: A database forstudying face recognition in unconstrained

32



environments, in: Workshop on faces in’Real-Life’Images: detection,
alignment, and recognition, 2008.

[44] Q. Wang, P. Zhang, H. Xiong, J. Zhao, Face.evolve: A high-performance
face recognition library, arXiv preprint arXiv:2107.08621 (2021).

[45] J. R. Landis, G. G. Koch, The measurement of observer agreement for
categorical data, biometrics (1977) 159–174.

[46] R. Ibrahim, Z. M. Zin, Study of automated face recognition system for
office door access control application, in: 2011 IEEE 3rd International
Conference on Communication Software and Networks, IEEE, 2011, pp.
132–136.

[47] V. L. Raposo, The use of facial recognition technology by law enforce-
ment in europe: a non-orwellian draft proposal, European Journal on
Criminal Policy and Research 29 (4) (2023) 515–533.

[48] I. Dominguez-Catena, D. Paternain, M. Galar, Gender stereotyping im-
pact in facial expression recognition, in: Joint European Conference
on Machine Learning and Knowledge Discovery in Databases, Springer,
2022, pp. 9–22.

[49] O. Keyes, The misgendering machines: Trans/hci implications of auto-
matic gender recognition, Proceedings of the ACM on human-computer
interaction 2 (CSCW) (2018) 1–22.

33


	Introduction
	Related Work
	Human and ML performance
	Combining human and machine intelligence
	Human factors in decision support

	Research Questions
	Error consistency
	Error alignment
	The role of gender and ethnicity in errors
	Exploratory study of error-based human-machine collaboration

	Experimental Setup and Ethical Considerations
	Datasets
	Training data.
	Testing data.

	Models
	Procedure
	Participant recruitment
	Demographic questionnaire
	Face recognition tasks
	Task selection

	Measurements
	Ethical Considerations

	Results
	Participant Demographics
	Error Consistency (RQ1)
	Error Alignment (RQ2)
	The Role of Gender and Ethnicity (RQ3)
	Exploratory study of error-based human-machine collaboration (RQ4)

	Discussion
	Limitations and future work

	Conclusions

