Appendix A

Practical Web Crawling Issues

When we tested our implementation, which is described in Ch&ftewe found that there were several
problems of Web crawling that did not become evident until a large crawlexacuted. Our experiences
arise from several crawls of the Greek, Spanish and Chilean Webdaaut during the this thesis.

We are interested in documenting these problems for two reasons:

e To help other crawler designers, because most of the problems wedoeinelated to the characteris-
tics of the Web, independent of the Web crawler architecture chosen.

e To encourage Web application developers to check their software afiguw@tions for compliance
to standards, as this can improve their visibility on search engine’s resditatact more traffic to
their Web sites.

The rest of this chapter is organized as follows: Section A.1 deals with riepproblems in general.
Section A.2 deals with more specific problems with massive DNS resolving. 8&cBgpresents the prob-
lems of dealing with wrong implementations of HTTP. Regarding the server-Silgtion A.4 deals with
bad HTML coding, Section A.5 with problems in the contents of the pages, ecttb8 A.6 with difficulties
arising from the programming logic of some Web sites.

A.1 Networking in general

An estimation for the cost of an entire crawl of the World Wide Web is abou$UUS Million [CCHMO04],
considering just the network bandwidth necessary to download the,mm#ss very important to use the
network resources efficiently to maximize the crawler throughput and axasting the allocated bandwidth.



A.1.1 Variable quality of service

One of the most challenging aspects of Web crawling is how to download fiemge multiple sources in a
stream of data that is as uniform as possible, considering that Wely sespense times are very variable.

Web server up-time cannot be taken for granted, and it is usual to filds@rgers that are down for a
long time, even days or weeks, and re-appear later. This is why sometigsbpjdges” are called “comatose
pages” [Koe04]. If the Web crawler aims for a comprehensive cgeedd the Web, it should consider that
some of the pages which are not available now, could become available intuhe. f

Recommendation:the crawler should re-try each Web page a number of times if the page is thevn
interval should be several hours. We used 12 hours as the default).

A.1.2 Web server administrators concerns

Web crawlers prompted suspicion from Web site administrators when theggpsared, mostly because of
concerns about bandwidth usage and security, and some of thosearre®lace still in place today. In our
experience, repeated access to a Web page can trigger some alarm¥\et therver, and complaints from
its administrator.

We consider that the two most important guidelines given by Koster [Kea@3]

e A crawler must identify itself, including an e-mail address for contact, ores@/eb site administrators
will send complaints to the listed owner of the entire originating network segment.

e A crawler must wait between repeated accesses to the same Web site.

These guidelines are even more important if we consider that many hoss menimé to the same |P,
usually belonging to a Web hosting provider, and in general severalsitebare hosted by a few physical
servers. Being unpolite with a Web site can result in being banned fronealVéb sites hosted by the same
ISP.

Recommendation: the crawler should avoid overloading Web sites, and it must provide anile-ma
address in ther onHTTP header, and/or a Web site address as a commentls¢éheAgent HTTP header.

A.1.3 Inconsistent firewall configurations

Some Web servers are behind a firewall, and we have found firewdigooations that we did not expect.
We detected cases when ttennect () call succeeds, i.e. a TCP connection is established withgfoof
the Web server, then thvei t e() call succeeds, but there is no answer from the Web server.



This appears to be a problem with data packets to §theing dropped, but connections accepted,
which is not a consistent configuration. This caused some threads dditbester to hang up indefinitely in
one of our early versions.

Recommendation: all network operations should have a timeout. The crawler must be prejeed
cause at any point of the download operation it could stop receiving data

A.2 Massive DNS resolving

A.2.1 Crashing your local DNS servers

We found that some of our local DNS servers crash under heavy,lestead of just queuing or denying
connections. From the Web crawler’s point of view, a DNS failure of tleallservers is a critical situation
because, if after repeated attempts it cannot get an IP address fmotiog, it has to assume the Web site
does not exist, and if all DNS lookups are failing, this can make an entive oseless.

Recommendation:local DNS servers should be tested for their response to high work. [dadsNeb
crawler should detect a condition in which, e.g.: 90% of DNS lookups faiethg one cycle, and stop under
this condition. The Web crawler also could avoid resolving more than a finetbar of domain names at
the same time and with the same DNS server.

A.2.2 Temporary DNS failures

This is related to the quality of service of Web servers themselves, as fdr amanizations typically
the Web server and the DNS server are both under the same administratiemeamin the same physical
computer. A DNS failure (e.g.: a DNS server crash) is very likely to go tioed, because of the default
caching policy: one week. People who visit the Web site often will not noti@esthmething is wrong until
several days have passed.

Recommendation:if high coverage is desired, at least one attempt to resolve a DNS rduauttie
done one week after a DNS failure. However, it can also be argued tvab site with DNS problems has
a lower quality than other Web sites and should not be added to the collectionr model, Web server
response quality can be used as a component of the intrinsic quality of palfeb

A.2.3 Malformed DNS records

DNS report [Per04] is a tool for analyzing DNS records. Its authpores that a significant fraction of DNS
records present some problems, ranging from inconsistencies in thkergenbers to misspelling errors or
malformed responses.



Recommendation: DNS resolvers should be tolerant to errors in DNS records, and trfrieve the
IP address for a host name even if other portions of the record seentsmedf.

A.2.4 Wrong DNS records

Consider the scenario depicted in Figure A.1:
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Figure A.1: A misconfiguration in the DNS record for “Ycorp.com” resutan the wrong
contents being assigned to its URL.

1. At crawling time, the DNS record fofcor p. compointed to the Website ofcor p. com so the con-
tents of the later were indexed as if their URL wa&®r p. com This DNS misconfiguration can be
accidental, or malicious.

2. When the home page &tor p. comwas downloaded, its contents were found to be a duplicate of

Ycor p. com so the pages ofcor p. comwere not downloaded again.
3. The wrong DNS record ofcor p. comwas fixed later.

4. In the search results, when users search for “Xcorp”, they eanistakenly redirected to the Web site
of “Ycorp”.

Recommendation: it is possible for Web site administrators to avoid these kind of problems by a

careful configuration of virtual hosts. Any access to the IP addreg®dNVeb server that does not contain a
knownHost field in the request, should be redirected to the default virtual hosterefing the later by its
canonical name.



A.2.5 Use of the “www” prefix

Due to the usage of thewv prefix for the host part of the URLSs, in most Websites both “www.exampte’.co
and “example.com” names resolve to the same IP address, and have theoséemésc Indeed, we have
found that for many Web site administrators, this is the expected behavenmesusers do not type the full
address when browsing.

However, if the Web site is built using some application that includes small elsanghe pages (e.g.:
the current date and time, or a poll question, or advertising, etc.), the K&eliec may not be able to detect
that both Web sites are duplicates, and crawl the same contents twice.

Recommendation: we considered thdtt t p: / / ww. exanpl e. coml andhtt p://exanpl e. conf are
the same URL.

A.3 HTTP implementations

A.3.1 Accept headers not honored

In some cases, it is impossible to tell the type of a file just by looking at its URmMeSORLs have no
extensions, and some URL have extensions that are ambiguous, e.g.: lfikks émding in. exe could be
either links to dynamically generated HTML pages in the server side, or lingsograms that should be
downloaded.

A user agent, such as a Web browser or a Web crawler, can have limjatilites and only be able
to handle some data types. If it cannot handle a file (e.g.: an image), thesultisiot download it. For
instance, a Web crawler searching only for plain text and HTML padpesild issue a request of the form:

CET /page.html HITP/ 1.1
Accept: text/plain, text/htm

This indicates that the Web crawler can only handle plain text or HTML doatsnéccording to the
HTTP specification, “the server SHOULD send a 406 (not acceptagdgonse code” [FGNMI9] when a
valid object of the desired type is not present at the given URL.

Several Web browsers simply issue a header of the farcept: */*, so some Web server imple-
mentations do not check the “accept” header at all. It has somehow legimee, and today a Web server
can send a response with almost any data type.

A related concern is that some Web sites return a header indicating corgentffyML, but the in-
formation returned is a large binary file (such as a ZIP archive, etc.). cidwler can waste bandwidth
downloading such a file.



Recommendation: the returnedCont ent - t ype header should always be checked in the downloaded
pages, as it might not be a data type that the Web crawler can handle.fadallimit is necessary because
potentially any file type can be returned by the Web server, even when dimting HTML content type.

A.3.2 Range errors

To ensure a good coverage of the Web, we must limit the amount of data titeatidoaded from every Web
server. This can be done by limiting both the maximum page size, and the nufiieb@ages that are
downloaded from a single Web site.

We limit page size usualy to a default of 300-400 Kb per Web page. Wedmnthat this should
capture enough keywords to index each document. To inform the Wekrseaf the download limit, we use
the HTTPRange header:

CET /page. htm HITP/ 1.1
Range: 0-400000

However, a few Web sites return a response code 416 (range. &it@have found that these responses
correspond to files that are smaller than the desired size. This is nott;dxeeause the HTTP specification
indicates that “if the [second] value is greater than or equal to the duemgth of the entity-body, last-byte-
pos is taken to be equal to one less than the current length of the entityirbloghes” [FGM™99].

Recommendation:in the case of range errors, a second attempt for download could bewithdeat
theRange header. In all cases, the Web server may ignore the range, so theadbranust be prepared to
disconnect from the Web server, or discard part of the contents, sieihver sends a long document.

A.3.3 Response lacking headers

We have found that most Web browsers are very tolerant to strangibelfrom the Web servers. For
instance, we have tested Opera and Internet Explorer against a “duliviaty’server that only sends the
contents of the Web page requested, withstatus line and no headers. Both browsers displayed the down-
loaded pages. The browser Mozilla shows an error message.

Some real Web sites exhibit the same misbehavior as our dummy Web serobabhlp because of
misconfigured software, or misconfigured firewalls. The Web crawleulshbe prepared to receive content
without headers.

A related problem is that of imcomplete headers. We have found, for irsste@gponses indicating a
redirection, but lacking the destination URL.



Recommendation: from the point of view of Web crawlers or other automated user agenggspa
from Web sites that fail to comply with basic standards should be considéleder quality, and consis-
tently, should not be downloaded. We consider a lack of responsefseagrotocol error and we close the
connection.

A.3.4 Found where you mean error

It is hard to build a Web site without internal broken links, and the messagensiip Web servers when a
page is not found, i.e.: when the Web server returns a 404 (not foasppnse, is considered by many Web
site administrators as too annoying for users.

Indeed, the default message looses the context of the Web site, so tret&Vatiministrators of some
Web sites prefer to build error pages that maintain visual and navigationsistency with the rest of their
Web sites.

The problem is that in many cases the response for a page that doessteisgjust a normal redirect
to a custom-built error page, without the response header signalingrtineendition. Bar-Yoseét al. [?],
refer to these error pages as “soft-404”, and observe that aB&tb2dead links point to them.

The indexing process could consider a redirect to a “soft-404” @age as a link between the URL in
which the page was not found and the error page, and this can intheassore of the later.

Recommendation: Web site administrators should configure their Web servers in such a wah¢ha
error messages have the correct response codes signaling theoaditions. Servers can be tested by Web
crawlers issuing a request for a known non-existent page (e.g.isteJRL concatenated with a random
string [?]) and checking the result code.

A.3.5 Wrong dates in headers

A significant fraction of computers are configured to a wrong date, gvtione, or wrong time zone. These
configurations are sometimes done on purpose, e.g.: to extend the trial pesitareware software.

During Web crawling, we found that 17% of Web servers returned rtentaslification data, dates in
the future, or a date prior to the invention of the Web, as shown in Seefqpage??). These wrong
dates affect theast - Modi fi ed field in the Web server response, which in these cases cannot beansed f
estimating freshness.

However, not all wrong dates should be discarded: if a Web serpéiesewith a time stamp in the
future, but just a few minutes or a few hours, we can consider that it iy liket the Web server clock is just
skewed with respect to ours (e.g.: it has the wrong time zone, or it is wroagly s

Recommendation:we consider that a last modification date for a Web page older than the3@aisl



wrong and should be ignored. For dates in the future, we considerghata4 hours can be considered just
a small problem, so those time stamps are changed into the current date. dtehie thore than 24 hours
ahead it is ignored. This is depicted in Figure A.2.

Web server time } } } -

1993 Crawler T+1 day
time (T)

Figure A.2: Diagram showing how we deal with last-modification datedhmresponses.

A.4 HTML coding

A.4.1 Malformed markup

HTML coding, when done by hand, tends to be syntactically very relalvixkt HTML coders only check
if the page can be seen in their browsers, without further checkingofoptiance. We have found several
errors in HTML coding, and we have adapted our parser accordimghse errors include:

e Mixing single quotes, double quotes, and no quotes in attributes<éMs: ALT="This is a phot 0"
SRC=" photo. j pg’ border=1>.

e Mixing empty tags in HTML form (such asBR>) and in XHTML form (such asBR/ >).
e Unbalanced tags, e.gcSMALL><B>. . . </ SMALL></ B>.

¢ Mixed case in tags and attributes, eg.Mz src="...">. For HTML, the tags should be written in
uppercase, and for XHTML, in lowercase.

e Unterminated strings, e.g<l MG ALT="...>. This can be very problematic, because it will cause a
buffer overflow if the parser is not properly written. These unterminatéoing strings can also appear
in HTTP response codes.

Recommendation: as described in Sectio?®? (page??), we use an events-oriented parser for the
HTML pages, as in many cases it is very difficult to map the Web page to éFoe&Veb site administrators,
the usage of a tool for cleaning markup such as “HTML tidy” [Rag04] isoenaged.

A.4.2 Physical over logical content representation

The search engine must build an index of the Web pages. This index maigleonnly the text, or it may
also consider the HTML tags by, e.g.: assigning a higher weight to termsrappéasection headers.
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However, HTML markup is usually oriented to the visual characteristics efttcuments; consider
this HTML fragment:

<div align="center"><font size="+1" color="red">l nportant facts</font></div>
<p>Read this ...</p>

The visual characteristics of the phrase “Important facts” are: |dogersize, red color, aligned to the
center of the page. These visual aspects indicate an important block,diuethey are not visible by most
search engines.

Recommendation:the following markup should be preferred:

<styl e>

hl {

font-size: larger;

color: red;

text-align: center

}

</style>

<hl>| mportant facts</hl>
<p>Read this ...</p>

This markup separates content from representation, and visually ggedle same results. For im-
proved maintainability, the style rules can be provided in a separate file.

A.5 Web content characteristics

A.5.1 Blogging, mailing lists, forums

Blogs, Web forums and mailing list archives are large repositories ofrirdtion, comprised of many small
postings by individual users. They can be a useful source of intiwmavhen the topic is not covered
somewhere else; typical examples are technical support messagaly, describing solutions to problems
with very specific software or hardware configurations.

However, sometimes individual postings are not as valuable as othes, @ythey are very short, or
lack clarity or factual information. Also, there is a problem with the granulaitthe data, i.e.: a single
posting contains little information, but the complete conversation can be valuable

There is no easy solution for this problem, but as Web sites archivingliseeissions can have hundreds
of thousands of pages, they make even more important the use of a dwwalilikeg order to try to download
important pages first.



A.5.2 Duplicate detection

The prevalence of mirrored content on the web is very high. For exgdicates, it is estimated in over 30%
[CSGM99].

We calculate a hash function of the contents of the pages to avoid storirgnieecentent twice. To ac-
count for minor variations in the Web pages, this hash function is calcudfiezdhe page have been parsed,
so two pages with identical content but different colors or formatting will séldetected as duplicates.

Note that this method only avoids storing the duplicate Web pages, it doesenenpdownloading the
page, and duplicate content can generate a waste of valuable netaoukaes.

Recommendation:in our case, the crawler does not follow links from a Web page if the Wegk =
found to be a duplicate; applying this heuristic, we downloaded just aB6wf@luplicates.

A.6 Server application programming

A.6.1 Embedded session ids

As a way of tracking users, some Web sites embed identifiers in the URLs (eig./ page. htm ; -

j sessi d=09A89732). These identifiers are later used for detecting logical sessions in Ibgsendrom the
point of view of the Web crawler, these session ids are an importantesofiduplicates, because the crawler
cannot accuratelly tell when two pages have semantically the same content.

A Web crawler must consider session-ids. “Unless prior knowledgésdfht is given to a crawler, it
can find an essentialy unbounded number of URLSs to crawl at this ondaite’ §?] .

Typical variable names for storing session ids in the URLs include €r)D, CFTOKEN, PHPSESSI D,
j sessi oni d, etc. These variables are widely used in Web sites, and two pages tkabdil§ in the session
id are very likely to hold the same contents.

Recommendation:the crawler has a manually-built list of known session-id variables, arahexrer
it detects one, it changes the variable to a null value. We found that thgl&omwler does not seem
to download any page with a not-null value in tPdPSESSI D variable (verified in June 2004), this can be
checked by issuinga | i nurl : phpsessi d query.

A.6.2 Repeated path components

A common mistake when encoding links is to forget to include the root direatagy, referencing/ b/ ¢
when we want to referende/ b/ c. This problem can accumulate, and it is common to find URLs with path
components repeated several times, suct bisc/ ¢/ ¢/ ¢/ ; this is due to dynamic pages in which the author
has mistakenly created a relative link when it should be an absolute link.
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These repeated path components usually refer to the same page, araiiee downloads repeatedly
the same information.

Recommendation:some crawler implementations, such as CobWeb [dS84} discard repeated com-
ponents in paths, as an heuristic to avoid this problem. Our heuristic of llmwiitg links from duplicate
Web pages helps to avoid this problem, so we do not check explicitly for dulpath components.

A.6.3 Slower or erroneous pages

Dynamically generated pages are, in general, slower to transfer thanpstgéis, some times by a factor of
10 or 100, depending on the implementation and of caching issues. In seasthkis is because building the
page requires querying different sources of information, and in ctie@s this can be due to a programming
error. A slow page can waste crawler resources by forcing it to keepiaection open for a long time.

Recommendation:besides a timeout, a lower speed limit should be enforced by the crawler.

A.7 Conclusions

The practical problems of Web crawling are mostly related to bad implementafisome Web servers and
Web applications. These issues are not visible until a substantial amopage$ have been downloaded
from the Web, and can affect the design of the Web crawler.

Implementing a Web crawler is, in a certain way, like building a vehicle for exgaite surface of
mars: you need to build the vehicle to explore the terrain, but once youtéstesl it, you know more about
the terrain and you have to modify your vehicle’s design accordingly. dhgtnse, the wrong implementa-
tions we have presented in this chapter are just constraints that the Wébratasigner must consider: the
Web crawler must accommodate to bad coding in the same way as Web brdasers

However, the lack of good implementations imposes costs on the design of ddl édrapplications.
The idea of standards is to be able to interoperate. If the standars aespetted, then the only alternatives
are either design for the smallest common denominator, or design for agteoprfixed platform. Both
alternatives are detrimental to the quality of the Web.
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