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Abstract Given a taxonomy of events and a dataset of sequences of these events,
we study the problem of finding efficient and effective ways to produce a compact rep-
resentation of the sequences. We model sequences with Markov models whose states
correspond to nodes in the provided taxonomy, and each state represents the events in
the subtree under the corresponding node. By lumping observed events to states that
correspond to internal nodes in the taxonomy, we allow more compact models that
are easier to understand and visualize, at the expense of a decrease in the data like-
lihood. We formally define and characterize our problem, and we propose a scalable
search method for finding a good trade-off between two conflicting goals: maximizing
the data likelihood, and minimizing the model complexity. We implement these ideas
in Taxomo, a taxonomy-driven modeler, which we apply in two different domains,
query-log mining and mining of moving-object trajectories. The empirical evaluation
confirms the feasibility and usefulness of our approach.
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228 F. Bonchi et al.

1 Introduction

Many real-world application domains are naturally equipped with hierarchically
organized ontologies or taxonomies, and such knowledge can be useful when modeling
the data because, first, we can produce more compact, meaningful and understand-
able abstractions of the data by presenting it in terms of more general nodes in the
taxonomy, and second, taxonomies can constraint the search space of data-mining
algorithms, allowing to devise more efficient and scalable techniques.

Taxonomy-driven data mining has been mainly considered in the context of fre-
quent pattern extraction: originally taxonomies were used for mining association rules
(Srikant and Agrawal 1995) and sequential patterns of itemsets (Srikant and Agrawal
1996) in market-basket data, where each item is a member of a hierarchy of product
categories. More recently taxonomy-based methods were used for mining frequent-
subgraph patterns in biological pathways, where graphs of interacting proteins anno-
tated with functionality concepts form a very large taxonomy (Cakmak and Özsoyoglu
2008).

The problem we address in this paper is of a different nature. Given a taxonomy tree
on a set of events (or symbols, or items), and a dataset of event sequences, we study the
problem of finding efficient and effective ways of producing a compact representation
of the sequences. We then use this representation to cluster the sequences.

Example scenarios. Many different application domains fit within our framework:
in general any problem regarding user profiling, where the set of possible actions is
hierarchically structured. As an example consider a large web site containing different
pages and providing different services. The site owner may be interested in profiling
users with respect to their activities (Manavoglu et al. 2003), and understanding which
pages and services appear to be sequentially connected.

As another example application consider the interaction between a software sys-
tem and its users. The system may record user activities, that can later be analyzed in
order to understand how users interact with the system and how to improve it. User
actions are commands which are naturally organized in a hierarchy, e.g. in the different
toolbars and menus of the software system.

Other contexts in which our framework is useful are the two applications that we
present in Sect. 5: (1) query-log mining, where user queries are classified in a topi-
cal taxonomy, and (2) mining trajectories of moving objects, where the hierarchy is
given by the natural spatial proximity. In all of the above-mentioned applications it
is interesting and challenging to automatically define the most appropriate level of
granularity to represent the information.

Sequence model. The representation we adopt is a Markov model. The states of the
model are nodes in the taxonomy, where the last level (leaves) contains the observable
symbols. Upon visiting each state, the Markov model emits one symbol, which can
be any leaf in the sub-tree under the node corresponding to that state. Since we speak
about transitions and emissions, one notices immediately the connection to hidden
Markov models (HMMs). However, our model is not an HMM: due to the one-to-
many mapping from states to symbols, we can always recover exactly the emitting
state.
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Taxonomy-driven lumping for sequence mining 229

By using internal nodes in the taxonomy tree to represent the Markov states, we
decrease the likelihood of the data given the model with respect to a model created
at the leaf level. The higher we go in the taxonomy the more we decrease the like-
lihood, but the more we gain in the simplicity of the obtained models, which help
making them more general, more meaningful for the domain experts, and easier to
visualize. As usual, we are faced with the model selection problem, and the decision
between alternative models needs to be taken based on the following criteria: (1) the
data likelihood should be maximal, and (2) the model complexity should be minimal.
The approach of using (non-hidden) Markov states to represent disjoint subsets of
symbols is inspired by the fundamental ideas of lumpability and approximate lum-
pability in Markov chains (see Sect. 2). In our case, in addition to lumping, we also
consider the emission probabilities of the symbols at the lumped states to express the
total likelihood of the data. We note that since the model we consider does not have
hidden states we can bypass the computational challenges of the HMMs, such as the
estimation of the model parameters using the Baum-Welch algorithm. In the model
we consider the parameters that yield the maximum likelihood, and those are given
by simple frequency counts. The computation of the likelihood of a sequence given
a model is also done by counting, and not by using a sequence decoder such as the
Viterbi algorithm. This allows our method to scale to large data sets.

Another nice feature of our model is that it provides a direct and effective visu-
alization: e.g., in a trajectory clustering application, we can lay the lumped nodes of
the Markov model directly over the geographic map, to represent large or small areas
with the associated transition probabilities among them.

Contributions. In contexts where the data is organized in sequences events, and events
are naturally structured in taxonomy, we provide the following contributions:

– We introduce the new problem of learning a Markov model in which the observed
states can be grouped along the nodes of the hierarchy. We prove that the maxi-
mum likelihood model is the one with the maximum number of states. In order to
reduce model complexity we suggest to optimize a function that balances the data
likelihood and the number of states.

– We present a family of search algorithms based on state merging, for finding the
best model. The commonly used agglomerative algorithm is a specific instance in
the family of search algorithms we present, and our experimental results show that
other strategies outperform it.

– We describe a direct and efficient evaluation method for computing the likelihood
of a dataset after merging states in a model, enabling a fast exploration of the model
space.

– We demonstrate the relevance of our problem on real-world applications, and we
perform experiments on synthetic and real data sets that validate our algorithmic
solution.

Roadmap. This paper is organized as follows. Section 2 surveys previous work related
to ours. Section 3 formally states the problems we study, for which algorithms are pre-
sented in Sect. 4. We implement those algorithms and describe experimental results
in Sect. 5. The last section presents our conclusions and outlines future work.
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2 Related work

We survey previous related works related to ours, ranging from Hidden Markov
Models to sequence clustering. There is a wealth of literature on these topics, and
our coverage of previous work is by no means complete.

Hidden Markov Models. Markov chains are fundamental mathematical structures
widely used for describing and predicting processes from natural and physical sci-
ences, computer science and engineering systems. For a detailed discussion we refer
the reader to e.g. (Tijms 1986). A Hidden Markov Model (HMM) is an extension of a
Markov chain in which observable symbols are emitted in each of the states, but it is
not possible to know exactly the current state from the symbol observed. The HMM
parameters of a model can be adjusted by the well-known Baum-Welch method (Welch
2003) to increase the likelihood of observed sequences of symbols. Another class of
techniques for learning HMM parameters from data are based on model merging (Stol-
cke and Omohundro 1994). These approaches start with a maximum likelihood HMM
that directly encode all the observable samples. At each step more general models are
produced by merging previous simpler submodels. The submodel space is explored
using a greedy search strategy and the states to be merged are chosen so to maximize
the data likelihood.

In our algorithm, the initial model is built starting from the relative frequencies of
each sample and it is a maximum likelihood model for the data. Our model differs
from the previous ones in two aspects. First, the constraint on how symbols are emitted
allow us to infer the states directly, with the advantage of not having hidden states.
Moreover, since the greedy search is “guided” by such a hierarchical structure, two
states can be merged only if they have the same parent in the taxonomy. In this way,
the hierarchy-based merging drastically reduces the search space.

State aggregation in Markov models. Many of the processes that can be represented
by HMMs suffer from the state space explosion problem. Since minimizing memory
and time is a crucial requirements for most of the applications, aggregation tech-
niques (Meyer 1989; Simon and Ando 1961) for reducing the number of states have
been extensively studied. Many approaches are based on the notion of lumpability
(Kemeny and Snell 1959; White et al. 2000) that is a property of Markov chains for
which there exists a partition of the original state space into aggregated states such
that the aggregated Markov chain maintains the characteristics of the original one.
Bicego et al. (2001) present a different approach that reduces the structure of HMM
by partitioning the states using the bi-simulation equivalence, so that equivalent states
can be aggregated in order to obtain a minimal set that do not significantly affect
model performance. A simple heuristic for HMMs is to merge states that have the
most similar emission probabilities, this is applied to the domain of gesture recogni-
tion in Lee and Kim (1999). It is worth noting the different perspective that we have:
in our context states aggregation, or abstraction, is done for the sake of useful and
actionable knowledge modeling, and not for reducing computational requirements.

Sequence clustering and applications. Sequence clustering is one of the most com-
mon tasks in sequence mining and bioinformatics. Such a task has been handled by
using frequent subsequences or n-grams statistics as features (Guralnik and Karypis
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Taxonomy-driven lumping for sequence mining 231

2001; Manning et al. 1997) or considering the edit distances among all the candidate
sequence (Wang et al. 2007). Traditional methods often require sequence alignment
and do not handle efficiently variable-length sequences. One of the first works using
HMM for sequence clustering was presented by Smyth (1997) who computed the
pairwise-distance matrix for all the observed sequences by training an HMM for each
sequence. The log-likelihood of each model given the sequence is used to cluster the
sequences in K clusters using EM algorithm. In Law and Kwok (2000), the HMMs
are used as cluster prototypes. The clustering is computed by a combined approach
of the HMMs and a rival-penalized competitive learning procedures. Bicego et al.
(2003) extend the paradigm introduced by Smyth (1997): they use HMMs to build a
new representative space, where the features are the log-likelihoods of each sequence
to be clustered with respect to a predefined number of HMMs trained over a set of
reference sequences.

In Sect. 5 we experiment our method in the context of web usage mining. Markov
models have been applied for modelling user web navigation sessions (Borges and
Levene 2004), describing user behavior (Manavoglu et al. 2003), mining web access
logs (Girolami and Kaban 2003; Felzenszwalb et al. 2004) and for query recommenda-
tion (Cao et al. 2008). The other application that we present in Sect. 5 is in the domain
of mobility data analysis, a research area rapidly gaining a great deal of attention as
witnessed by the amount of spatio-temporal data mining techniques that have been
developed in the last years, see e.g. (Nanni and Pedreschi 2006; Lee et al. 2007, 2008;
Li et al. 2007).

Markov models with or without hidden states, first-order or higher-order, with or
without lumping of states, have been extensively applied to sequence mining in the
past. To the best of our knowledge, the problem stated in the next section, that intro-
duces a natural constraint and leads to a scalable algorithmic solution, has not been
described before in the literature.

3 Problem statement

We first introduce our notation, and review some well-known background concepts,
in order to facilitate the presentation of the method in the next section.

3.1 Preliminaries

We are given a set of r sequences D = {σ1, . . . , σr }, over a set of m > 2 symbols
Σ = {α1, . . . , αm}, and a taxonomy T , which is simply a tree whose leaves are the
symbols in Σ . We also consider two special symbols: a starting symbol α1 = �, with
which all sequences start, and a terminal symbol αm = �, with which all sequences
end. For any symbol α ∈ Σ we denote by cα the total number of times that α appears
in all sequences. We extend this notation by using cαβ to denote the total number of
times that symbol β follows symbol α in all sequences.

Markov models. Consider a set of s states X = {x1, . . . , xs}. A Markov model on X
is defined by transitional probabilities px,y, for each pair of states x, y ∈ X , which
determine the probability that the next state will be y given that the current state is x.
For all x ∈ X , we have

∑
y∈X px,y = 1.
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A hidden Markov model (HMM) is a Markov model, which at each state outputs a
symbol from the set Σ . It is considered that the output symbols are observed while the
states are hidden. The output of symbols is governed by emission probabilities qx,α ,
defined for each x ∈ X and all α ∈ Σ . Again we have

∑
α∈Σ qx,α = 1, for all x ∈ X .

In our setting we consider a Markov model M with s > 2 states X = {x1, . . . , xs},
where each state x ∈ X corresponds to a set of symbols A(x) ⊆ Σ , and we assume
that {A(x)} forms a partition of Σ . In other words, we have

⋃
x∈X A(x) = Σ and

A(x) ∩ A(y) = ∅ for all x, y ∈ X . Conversely, for a symbol α we denote by x(α)

the unique state to which α is assigned, i.e., α ∈ A(x(α)). We assume that x1 and xs

are special states, used for denoting the starting and terminal symbols, and no other
symbols are assigned to those states.

Overall a Markov model in our setting is denoted by M = (X, A, p, q), where X
is the set of states, A is the function mapping states to sets of symbols, and p and q
are vectors containing the transition and emission probabilities.

Since our model is described in terms of transition and emission probabilities, it
appears to be a hidden Markov model. However, as we mentioned in our introduction,
due to the fact each symbol corresponds to a unique state, there are no truly hidden
states. We give a more formal statement of the fact that there are no hidden states,
because it is needed in the proof of Lemma 4. Given a model M = (X, A, p, q) as
described above, we can define a Markov model M′ = (Σ, r), whose set of states is
the set of symbols Σ . We can show that M and M′ are equivalent, and that M′ is a
proper first-order Markov model with no hidden states.

Lemma 1 Given a model M = (X, A, p, q) with transition and emission probabil-
ities there is an equivalent Markov model M′ = (Σ, r) with no hidden states, where

rα,β = px(α),x(β)qx(β),β .

Likelihood of a dataset. Given a dataset of sequences D = {σ1, . . . , σr }, and a Markov
model M = (X, A, p, q), we compute the likelihood of the data given the model as

L(D | M) =
∏

α,β∈Σ

(
px(α),x(β)

)cαβ
∏

α∈Σ

(
qx(α),α

)cα .

The first product is due to transitions among states, and the second product is due to
emissions of symbols. As usual, to avoid numerical underflow it is convenient to work
with the minus log-likelihood, which is

SL(D | M) = −
∑

α,β∈Σ

cαβ log px(α),x(β) −
∑

α∈Σ

cα log qx(α),α. (1)

Maximum-likelihood estimation. We now assume that we are given the input sequences
D = {σ1, . . . , σr }, and a Markov model M in which only the states X and the state-
to-symbol mapping A have been specified. The task is to compute the transition and
emission probabilities, p and q, so that the SL(D | M) function is minimized. It is
well known that the maximum-likelihood probabilities are estimated as the observed
frequencies
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px,y = cxy

cx
, (2)

and

qx,α =
{

cα/cx if α ∈ A(x) and
0 otherwise,

(3)

where cxy = ∑
α∈A(x);β∈A(y) cαβ is the total number of times that a symbol of state x

is followed by a symbol of state y, and cx = ∑
α∈A(x) cα is the total number of times

that a symbol of state x appears in the data. We have.

Lemma 2 Given a set of sequences D, and a Markov model M = (X, A, ·, ·) for
which only the states are prespecified, the optimal score of the minus log-likelihood
function is given by

S∗
L(D | M) = −

∑

x,y∈X

cxy log
cxy

cx
−

∑

α∈Σ

cα log
cα

cx(α)

. (4)

3.2 Problem definition: optimal model

The next task is to the model that yields the highest likelihood for a dataset. That
is, among all possible cuts in the taxonomy tree, the cut that gives a model M∗ that
minimizes the score in Eq. 4. We have the following.

Lemma 3 The Markov model that minimizes Eq. 4 is the “leaf-level” model with
|Σ | = m states X = {x1, . . . , xm}, where xi = {αi }.
Lemma 3 is a direct consequence of the following more general fact.

Lemma 4 Consider Markov models M1 and M2 for which for every state x of M1
and every state y of M2 it is either A(x) ⊆ A(y) or A(x)∩ A(y) = ∅. In other words,
the states of M1 is a sub-partition of the states of M2. Then

S∗
L(D | M1) ≤ S∗

L(D | M2).

Intuitively, we want models that have small number of states, since such models are
more useful to understand the data, and they avoid overfitting. However, as the previ-
ous Lemma shows, there is a trade-off between likelihood and simplicity of the model.
A natural problem to consider is finding the best model for a given number of states.

Problem 1 (k-state-optimal model) Given a set of sequences D = {σ1, . . . , σr } and
a number k, find a Markov model M that has at most k states and minimizes the score
S∗

L(D | M).

However, the constraint of using k states might be too stringent and in many cases
we may not know which is the correct number of states. We would like to have an objec-
tive function that balances the likelihood score and the number of states. The problem
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we are facing is a typical model-selection problem, and many different approaches
have been proposed, including minimum-description length (MDL) criteria, Bayes-
ian information criterion (BIC), cross-validation methods, etc. We experimented with
BIC (Schwarz 1978), and found that it does not perform well for the size of the data
we were working with. Essentially, for large data, the logarithmic factor of the BIC
formula is orders of magnitude smaller than the minus log-likelihood score, and thus
there is no sufficient penalization for model complexity.

What we found to work well in practice is a model-selection objective in which
the minus log-likelihood and the model complexity are considered together, and the
task is to find the model that is as close as possible to a model with an ideal score (but
probably not feasible). In particular, let M0 be the model with the minimum possible
number of states smin that achieves the maximum possible score S∗

L ,max, and let Mm

be the model with the maximum possible number of states smax = m that achieves
the minimum possible score S∗

L ,min. Then, for a model M with s states that achieves
score S∗

L = S∗
L(D | M), we define the objective function

Dist2(M) =
(

s − smin

smax − smin

)2

+ w ·
(

S∗
L − S∗

L ,min

S∗
L ,max − S∗

L ,min

)2

.

The parameter w is a scale factor controlling the importance of the two terms. We then
consider the corresponding model-selection problem.

Problem 2 Given a set of sequences D = {σ1, . . . , σr }, find a Markov model M that
minimizes the objective Dist2(M).

We also find it useful to consider a hybrid objective function, in which we have an
upper bound on a desirable number of states, and still want to minimize the objective
Dist2(M).

Problem 3 Given a set of sequences D = {σ1, . . . , σr } and a number k, find a Markov
model M that has at most k states and minimizes the score Dist2(M).

4 Algorithms

4.1 State-merging algorithm

Our main algorithm is a generic “bottom-up” search algorithm with respect to the
taxonomy tree. The algorithm has the following components: (1) an objective func-
tion g; (2) a search policy p; (3) a priority queue Q of candidate models to evaluate;
(4) a set E of models already evaluated.

We consider a family of objective functions {g} defined as g : R × N → R, where
the first argument represents a minus log likelihood score and the second argument
represents the number of states of a model. For Problems 1 and 3, if a model has more
than k states we assume that g returns the value ∞.

The search policy p is a total ordering on pairs (v, s) where again v represents a
log likelihood score and s represents the number of states of a model. The algorithm

123
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also takes as input a hierarchy T on the symbol set Σ , so that each state-merging step
done by the algorithm is by merging the children of a single node x in T to x.

The algorithm starts by putting in the queue Q the “leaf-level” model, i.e., the model
with states X = {x1, . . . , xm}, where xi = {αi }. In the main iteration, as long as the
queue Q is not empty and a maximum number of iterations has not been reached, the
model M with the best score according to the policy p is removed from the queue. The
log-likelihood v = S∗

L(D | M) is evaluated for M, and the number of states of M is
assigned to s. The model M is inserted in the set E of evaluated models, along with
the score g(v, s). In addition, all models Mi that result from M with one merging
according to the hierarchy T are generated. If Mi has not already been evaluated
(check in E), then Mi is put in the queue of candidates Q, according to the ordering
p(v, s). When the algorithm terminates, it returns the model with the best score g,
among all models that have been evaluated and put in the set E .

Notice that each candidate model is inserted in Q with the minus log likelihood
score of its parent, which is a lower bound on its own score.

Let Mi and M j be two models to be compared, respectively with scores vi and v j

and states si and s j . We experiment with the three following policies.

(1) ProbabilityFirst: p(vi , si ) > p(v j , s j ) if vi < v j or (vi = v j and si < s j );
(2) StatesFirst: p(vi , si ) > p(v j , s j ) if si < s j or (si = s j and vi < v j );
(3) DistSqFirst: p(vi , si ) > p(v j , s j ) if g(vi , si ) < g(v j , s j ).

In the first case, we favor the likelihood minimization with respect to the complexity
of the model. The converse is done in the second case. Notice that the first iterations of
the strategy StatesFirst correspond to a typical agglomerative algorithm that makes
consequtive merges along the hierarchy. In the last case we balance the likelihood score
and the number of states, selecting the model that minimizes the objective function.

Even though we do not know the complexity of Problem 3 and thus we cannot
exclude the case that a polynomial solution exists, the search algorithm we suggest
is an exhaustive search over the search space. In practice, the algorithm stops after a
certain number of iterations and the best solution found at that point is returned. Thus
the effect of the different search strategies is to explore different parts of the search
space, and thus, to return different solutions.

4.2 Model-evaluation algorithm

Without the constraint imposed by the taxonomy, the search space of the algorithm
is the set of all possible partitions of the symbol set Σ . Allowing to perform merges
only along the hierarchy reduces dramatically the search space.

Even with the use of a hierarchy, the search space has exponential size, so in practice
it is impossible to explore it completely for all but toy-size datasets. Finding a good
solution depends mostly on using a search policy that allows to reach such a good
solution fast. But assuming a given search policy, it is also very important to be able
to evaluate fast candidate models.

The costly part of evaluating the objective function of a model is computing the
score S∗

L . We note that for computing S∗
L we only need the counts cα , and cαβ . So we
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have to read the input dataset D only once, summarize all the information in the counts
cα and cαβ , and then perform all evaluation using those counts. In fact, assuming a
sparse representation of the matrix cαβ , the number of its non-zero entries can be at
most n, where n is the cummulative length of all sequences Considering also that
cαβ is a matrix of dimension m × m, the amount of space (and time) needed for the
evaluation of each model is O(min{n, m2}).

A faster model evaluation can be done incrementally, by computing the score of
a model with respect to the S∗

L score of its “parent” model, which has already been
evaluated as a by-product of our bottom-up algorithm. In particular, consider a model
M1 with state space X , and a child model M2 which is built from M1 by merg-
ing a subset of d states of M1 into a single state in M2. Lemma 2 allows us to
express the difference in the S∗

L score of the two models in terms only of the counters
cxy that involve the states x, y participating in the merging, without computing over
the whole frequency matrix c. The evaluation of each child model can be done in
time O(min{n, md}) given that the score of the parent node is known. The update
formula for the incremental evaluation is included in Appendix 2.

4.3 Clustering algorithm

Given the methods described above, we can devise a simple clustering solution based
on them. In particular, we adopt standard Expectation-Maximization (EM) method in
which cluster representatives are the models described so far.

Let k be the number of clusters we want to obtain; the clustering will be a par-
tition of the sequences D into k sets D1,D2, . . . ,Dk . To initialize the method, an
initial partition is done, in our particular case we do a random initial assignment
but other initialization procedures can be used. The algorithm then proceeds itera-
tively. On each iteration, using the algorithms previously described, we find the model
M∗

i that maximizes SL(Di | M) for each subset Di . Next, we scan the whole set of
sequences D = {σ1, . . . , σr } and find for each sequence σ j the index k∗

j that maximizes
the likelihood of that particular sequence: k∗

j = argmaxk j ∈{1,2,...,k} SL({σ j } | M∗
k j

).
Finally, we partition again the sequences such that sequence σ j ∈ Dk∗

j
, that is, we

re-assign each sequence to the partition whose model gives the maximum likelihood
for that sequence. We stop when the fraction of elements re-assigned becomes negli-
gible.

The model inference phase in each iteration is faster than the one using HMMs
given the absence of hidden states. Also, in the evaluation phase for each sequence σ ,
one Viterbi evaluation having cost m2|σ | where m is the number of states, is turned
into a simple summation of 2|σ | terms

5 Experiments

We built an efficient sequence mining tool implementing the ideas described in Sect. 4.
Our reference implementation, named Taxomo(“TAXOnomy-driven markovian
MOdeler”) provides the following features:

– Model inference given a taxonomy, a set of sequences, and a search strategy.
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– EM-based clustering given a taxonomy, a set of sequences, a number of clusters,
and a search strategy for modeling each partition.

– Computation of log-likelihood of a set of sequences for a given model.
– Generation of a set of sequences given a model.

Taxomo is written in Java, uses a sparse-matrix representation of the sequence data-
base by the counters cα and cαβ , and uses the fast candidate model evaluation method
presented in Sect. 4.2.

5.1 Datasets

We use Taxomoto compare search strategies in three datasets having alphabets of 64,
100 and 1,024 symbols, respectively.

Known generative model dataset. We first experimented on a toy problem in which the
generative model is known. We started with a binary tree with 64 leaves as a synthetic
“taxonomy”. In this tree, we generated 100 tree-cuts at random, and used the leaves
of each tree-cut as states. For each of the 100 sets of states, we generated a random
Markov model, and a database of 10,000 sequences using that model.

Query-log dataset. Our set of queries is a sample of 85,000 queries obtained in 2008
from Yahoo! search engine. Each query in each session is automatically assigned to a
topical category using majority voting among the Yahoo! directory categories in the
top 200 results for the query. For instance if a user enters the three queries “fer-
rari photos”, “motorcycles”, and “car racing”, then the input sequence
for our mining method would be: “recreation/automotive/autos”, “rec-
reation/automotive/motorcycle” and “recreation/sports/auto-
racing”. The categories form an unbalanced tree of maximum height 6 with 100
categories at the leaf level.

Trajectories dataset. We generate a large database containing 500,000 spatio-tempo-
ral points for 80,000 trajectories using Brinkhoff’s network-based synthetic generator
of moving objects (Brinkhoff 2003), over the Oldenburg city map. In order to obtain
sequences from the trajectories, the map has been discretized using a 32 × 32 regular
grid, obtaining an alphabet of 1,024 symbols. To create a hierarchy over the points, a
tree is created by taking an area covering the whole city as the root, and then recur-
sively dividing this area in quadrants until the 32 × 32 grid is reached. Figure 1a, b
shows this dataset.

It is worth noting that the number of sequences is not the crucial factor for the
running time of our modeling methods, as the sequences are read only once at the
beginning, and all the information is recorded in the frequency tables cα and cα,β . So,
the number of states is the variable that dominates the running time of the computation.

5.2 Experiment with known generative model

The purpose of this experiment is to compare for each database, the log likelihood
obtained by the models that result from our search procedure, with the log likelihood
obtained by the actual model used to generate the sequences. To make this comparison
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(a) (b) (c)

Fig. 1 a Road network used to generate the trajectories dataset. b Markov model of the whole dataset at
the leaves level (i.e., the original grid with 1,024 states). c Markov model of the whole dataset with 175
states, found by Taxomo. Arc thickness represents the probability of the transition
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Fig. 2 Approximation error versus number of iterations

fair, we compared models having the same number of states, that is, if the generative
model has m states, then we get the best m-states model found by our search procedure.

The results are shown in Fig. 2; we are presenting the average obtained after 10,000
iterations for each search strategy and each of the 100 databases. The strategy Proba-
bilityFirst is not included as it almost always outputs only models having a number
of states larger than m. The other three strategies perform very well and very quickly
they reach to less than 5% error, where the DistSqFirst and DistSqFirst- 10 strate-
gies (for the values of the parameter w equal to 1 and 10, respectively) perform slightly
better than StatesFirst.

5.3 Search strategies comparison

We experiment with the three strategies described in Sect. 4: ProbabilityFirst,
StatesFirst, and DistSqFirst. For the last strategy we have two versions DistSq-
First-1 and DistSqFirst-10, for the values of the parameter w equal to 1 and 10,
respectively.
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Fig. 3 Search space profile: probability of the best model found by the search algorithms, at each number
of states, within 10,000 iterations

To compare the strategies, we assume a fixed budget of 10,000 model evaluations,
and run the different search strategies. In a commodity 1.7GHz Intel-based PC with
1 GB of RAM under Linux, 10,000 models in the query dataset (100 states) are tested
in 20 s, while in the trajectories dataset (1,024 states) the same number of models can
be evaluated in 7–8 min.

After the search strategy is run, we select the model with the higher probability
for each number of states. The result for both datasets is shown in Fig. 3a, b. For the
query-log dataset, DistSqFirst-10 outperforms the other methods as it can generate
models with the same number of states as the others, but having a higher data likeli-
hood. For the trajectories dataset, all the methods are comparable with DistSqFirst-1
and DistSqFirst-10 winning by a small margin at different ranges of the number of
states

The method ProbabilityFirst gives models with very good likelihood scores,
especially for the trajectories dataset, but it reduces the number of states too slowly, so
it does not even reach the appropriate exploration depth to be compared with the others
within the same budget of model evaluations. This observation is evident by examining
Fig. 4, in which we show where the search methods spend most of their exploration
budget. Clearly, the methods DistSqFirst and StatesFirst explore more models
having less number of states. The running time depends on the number of states in the
model being evaluated, so the method ProbabilityFirst also has the disadvantage
of being slower, basically because of the candidate generation phase which generates
one candidate for every node that can be merged from the current set of states. Thus,
its applicability is limited to settings where a small but conservative reduction on the
size of the model is desired.

To see the effect of increasing the budget of model evaluations we fix the search
strategy to the winning DistSqFirst-10 and we plot the number of states vs. likelihood
profile for three different budget values. This is shown in Fig. 5. For the query-log
dataset we see that a larger budget allows the method to find a higher-probability
model for the same number of states, particularly at intermediate values of the number
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Fig. 5 Profile of search space explored by DistSqFirst-10 policy for different number of iterations

of states (neither too high nor too low), where the search space is correspondingly
bigger. For the trajectories dataset, we see that the quality achieved stabilized very
fast; the likelihood scores found for 100 model evaluations is not much worse than the
likelihood scores found for 10,000 model evaluations.

Qualitatively, we observe that the pruning of the original taxonomy that is done
by the model, is not uniform, but guided by the data. For instance, in the trajectories
dataset, in the areas where traffic is more homogeneous the lumping of states is more
aggressive than in other areas. In Fig. 1b, c we compare the Markov model obtained at
the leaf level (1,024 states) with a model obtained after 10,000 iterations (175 states).

5.4 Clustering

Figure 6 shows the models of 4 clusters (from a total of 8) for the trajectories dataset.
For the EM algorithm 50 iterations are performed, which is enough for convergence.

Each figure provides a direct visualization of the representative model of a cluster.
An edge between two neighboring grid squares denotes that there is a high-probability
transition between the squares, and edge thickness is proportional to the probability.
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Fig. 6 Four example clusters from the trajectories dataset

Each cluster has its own model, and the flexibility of the modeling phase in terms of
adaptively merging states is evident. This also highlights a nice visualization feature
of our model: just laying the nodes of the Markov model directly over the geographic
map, we can have an immediate and effective visual representation of a cluster.

6 Conclusions

We presented a scalable method for taxonomy-driven sequence mining based on Mar-
kov models. The method receives a database of sequences of symbols, and a taxonomy
over those symbols. An initial Markov model is created for the sequences without con-
sidering the taxonomy, and then refine it iteratively by merging states driven by the
taxonomy. The likelihood of the data given a new model generated by this merging
procedure, can be computed directly from the likelihood of the data given the model
before the merging. This yields a fast model evaluation method that can explore many
configurations in a short time. We also implement efficient strategies that guide the
search process.

There are many applications for this approach to sequence mining that we plan to
explore in the future, in particular those related to modeling and clustering the actions
of people, among others.
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Appendix 1 Proofs

Proof (of Lemma 2) If we denote by S1 the first sum in Eq. 1, using 2 we have

S1 = −
∑

α,β∈Σ

cαβ log
cx(α)x(β)

cx(α)

= −
∑

x,y∈X

∑

α∈A(x)
β∈A(y)

cαβ log
cx(α)x(β)

cx(α)

= −
∑

x,y∈X

log
cxy

cx

∑

α∈A(x)
β∈A(y)

cαβ = −
∑

x,y∈X

cxy log
cxy

cx

The second sum, due to the emission probabilities, is straightforward. 
�
Proof (of Lemma 1) First notice that r is a proper stochastic matrix defining the
Markov model M′. Indeed, for all α ∈ Σ we have

∑

β∈Σ

rα,β =
∑

β∈Σ

px(α),x(β)qx(β),β =
∑

y∈X

∑

β∈A(y)

px(α),yqy,β =
∑

y∈X

px(α),y

∑

β∈A(y)

qy,β

=
∑

y∈X

px(α),y = 1.

Second, notice that any transition in M′ can be simulated (and vice versa) by a tran-
sition and an emission in M, with exactly the same probabilities. 
�
Proof (of Lemma 4) Let the two models M1 and M2 be defined on the set of states
X1 and X2, respectively. We first assume that there is a set of states Y ⊆ X1, so that
X2 = X1 \ Y ∪ {z}. In other words, X2 is obtained by a single merge of a subset Y of
states of X1 into a new state z. The more general case of a relation between X1 and
X2 can be handled by induction.

From Lemma 2, the models M1 = (X1, A1, p1, q1) and M2 = (X2, A2, p2, q2)

that minimize the score functions S∗
L(D | M1) and S∗

L(D | M2) have transition and
emission probabilities that are obtained by the observed frequencies, as in Eqs. 2 and 3.

Consider now the Markov models M′
1 = (Σ, r1) and M′

2 = (Σ, r2), as defined in
Lemma 1, that is, M′

1 and M′
2 are Markov models on the set of symbols and they are

equivalent to M1 and M2, respectively. The crucial observation is that S∗
L(D | M1)

and S∗
L(D | M2) correspond to H(M′

1) and H(M′
2) (respectively), where H(M) is

the entropy rate of a Markov chain. For more details and the definition of the entropy
rate of a Markov chain see (Cover and Thomas 1991, Chapter 4). Here we assume that
the Markov chains are irreducible. The fact that our definition of a Markov chain con-
tains starting and terminal states, can be handled by adding a transition of probability
1 from the terminal state to the starting state. Such a transition signifies the beginning
of a new sequence in D.

On the other hand, we can show that H(M′
1) = H(M′

2 | Y), where Y is a random
variable that denotes a transition in the set of states Y for M1 corresponding to a tran-
sition in z for M2. Intuitively, the additional information in M1 with respect to M2
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can be recovered by conditioning on the outcome of the transitions in Y . Since con-
ditioning always decreases entropy, we have H(M′

2 | Y) ≤ H(M′
2), which proves

our claim. 
�

Appendix 2 Incremental model evaluation

Let M1 be the optimal model having states X . Let M2 be a model built from by
merging the states Y ⊆ X into one new state z. Let |Y | = d and let X = X \ Y . From
Eq. 4, an optimal model M for a database of sequences D has:

S∗
L(D | M) = −

∑

x,y∈X

cxy log
cxy

cx
−

∑

α∈Σ

cα log
cα

cx(α)

,

the difference � = S∗
L(D | M2) − S∗

L(D | M1) is given by:

� =
∑

x∈X

(

cxz log
cxz

cx
+ czx log

czx

cz

)

+ czz log
czz

cz

−
∑

x∈X

∑

y∈Y

(

cxy log
cxy

cx
+ cyx log

cyx

cy

)

−
∑

y1∈Y

∑

y2∈Y

(

cy1y2 log
cy1y2

cy1

)

+
∑

α∈A(z)

cα log
cy(α)

cz(α)

,

The last term only involves the emission probabilities of the symbols under the sub-
tree of the merged state z. The value of � can be computed in time O(min{n, md}).
The number of states merged d is bounded by the maximum degree in the taxonomy
tree.
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