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Abstract—According to recent research, geometric deep learn-
ing allows to reach unprecedented accuracy for online misin-
formation detection. By fully leveraging the news social context,
URL propagation paths in social networks are first represented as
graphs and then classified using Graph Neural Network (GNN)
models. Despite these remarkable efforts, researchers are still
hampered by the scarcity of high-quality benchmark datasets,
and as a result, the efficacy of state-of-the-art approaches could
be overestimated. So far, in order to obtain a decent number of
third-party fact-checked URLs, researchers have either sampled
news from notoriously reliable and unreliable sources using
distant supervision, or they have gathered pre-labeled URLs from
third-party fact-checking websites. In the former case, resulting
datasets can be quite large, but also noisy and biased since
pieces of news are labeled as true or false according to their
source label, and not individually fact-checked. In the latter
case, assigned labels are more reliable, but the included news
articles are usually in a single language and they may reflect
unknown editorial decisions. As a result, datasets of the latter
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type are typically small, homogeneous, and thus unrealistically
easy for automatic fake news detection models. In this work,
we present FbMultiLingMisinfo, a new multilingual benchmark
dataset, aimed at a more realistic evaluation of state-of-the-art
misinformation detection models. URLs in our dataset come
from the Facebook Privacy-Protected Full URLs Data Set, which
we augmented with their propagation paths on Twitter. Our
experimental results show that, when GNN-based models are
tested on FbMultiLingMisinfo, recent misinformation detection
results are only partially confirmed. We further show that a sharp
reduction in the training size significantly reduces the model
accuracy on FbMultiLingMisinfo, but not on two other widely
used benchmark datasets for fake news detection.

Index Terms—Misinformation, disinformation, fake news, fact-
checking, factuality.

I. INTRODUCTION

The most used and most cited benchmark datasets for
misinformation detection come from fact-checking websites
[1], [2], social network fact-checking units [3], or fake news
threads in blogs [4], which researchers scrape in order to
collect labeled news. When only a textual claim is given and
the original URL is not explicitly provided, these fact-checked
headlines are often automatically linked back to their likely
original article, as in FakeNewsNet [1], procedure that can
introduce further noise. Alternatively, a distant supervision
strategy to collect larger corpora of semi-labeled news is to
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directly scrape articles from both trusted media outlets and
fake news websites, without checking each piece of news
individually [5]–[7]. Nonetheless, the assumption that news
outlets only publish either real or fake news is very strong
and not always realistic.

Moreover, such kind of distant supervision might yield
highly correlated and homogeneous corpora. For instance,
when articles are scraped from a list of news sources, it is
usually fairly easy to predict their source, and, as a result,
models often take a shortcut, rather than trying to solve the
actual task [8]–[10]. Clearly, regardless of which of these
two collecting procedures is chosen, resulting datasets do
not represent a random sample of online information, and
suffer from severely biased sampling strategies: news articles
and URLs in standard datasets are mostly in English and
are sampled during a specific period of time, over-represent
fake news, and overall reflect unknown editorial decisions
and inclusion criteria. This is why models trained on such
benchmarks often do not generalize well to unseen news [11].

Over the past five years, research on misinformation detec-
tion has experienced significant momentum thanks to geomet-
ric deep learning. Graph Neural Networks (GNNs) enabled
scientists to better model news diffusion patterns in social
networks, thus moving away from simple text-based fake
news detection pipelines. These state-of-the-art GNN-based
misinformation detection methods try to classify graphs that
represent URL cascades in social networks. Usually, given a
piece of news and its corresponding URL, an attributed graph
is created by connecting users and other entities that interacted
and/or are related to the news. In most cases, involved entities
are represented using rich node features, and finally Graph
Neural Networks are applied on the resulting graphs, often
yielding unprecedented levels of reported accuracy.

In this paper, we argue and empirically show that an intrin-
sic limitation of most research in misinformation detection,
though, is the absence of large and high-quality benchmark
datasets. Despite its decade-long history, current experiments
are conducted on a few small and strongly biased datasets,
which can easily lead to model efficacy overestimation. Data
scarcity is mainly due to the high cost of third-party fact-
checking, as well as to copyright issues. In order to determine
whether a piece of news is false, an independent expert or a
journalist has to analyse its content and has to provide written
justification for their decision. Needless to say, the process is
expensive and error-prone due to controversial topics and only
partially false articles. Efforts to categorize different forms of
misinformation and fake news are currently underway [12],
but a clear and comprehensive framework is yet to emerge.

With the aim of helping researchers better assess misinfor-
mation detection methods, here we present FbMultiLingMis-
info, a new multilingual benchmark dataset that will enable
a more realistic evaluation of state-of-the-art misinformation
detection methods. We build our dataset starting from the
recently published Facebook Privacy-Protected Full URLs
Data Set [13], which comprises all 36 million URLs publicly
shared on Facebook at least 100 times between January 2017

and July 2019, and includes third-party fact-checking labels
for several of these URLs. As explained in Section III, in
order to use this large set of multilingual pre-labeled URLs for
misinformation detection purposes, we first had to gather their
diffusion patterns. Since Facebook does not provide public
APIs for research, we decided to leverage Twitter data instead.
In particular, for each URL, we reconstructed its Twitter diffu-
sion cascades and used them to test GNN-based misinforma-
tion detection models. Six state-of-the-art architectures were
trained on our dataset, and results were compared to PolitiFact
and GossipCop - two standard benchmark datasets released as
part of FakeNewsNet [2]. To further analyze the differences
between FbMultiLingMisinfo and existing benchmarks, we
tested the performance of considered methods as the training
size is gradually increased. Experiments show that our dataset
is not only more difficult, but also more diverse as the decrease
in training size has a much stronger impact compared to
PolitiFact and GossipCop. To sum up, our key contributions
are as follows:

• We present FbMultiLingMisinfo, a new challenging
large-scale multilingual benchmark dataset for misinfor-
mation detection.

• We experiment with six state-of-the-art models, and we
demonstrate that our dataset is more challenging than
existing ones. In the best-case scenario, on FbMultiL-
ingMisinfo we achieve 83% accuracy compared to 98%
on GossipCop and 87% on PolitiFact.

• As for GossipCop, the largest fake news detection bench-
mark dataset, we further show that a very small training
set allows to reach 97% accuracy with 5 models out of
6, putting into question its real discriminative power.

• Finally, we prove that GNN-based architectures do not al-
ways clearly outperform simpler sequential models based
on Recurrent Neural Networks (RNNs) and Convolu-
tional Neural Networks (CNNs).

II. RELATED WORK

In this section, we first review the most common bench-
mark datasets for misinformation detection, we then analyse
different ways of representing news diffusion cascades through
graphs, and finally, we focus on models for misinformation
detection that leverage geometric deep learning.

A. Benchmark Datasets for Misinformation Detection

As mentioned before, in misinformation detection research,
the validity of results strongly depends on the quality of the
data used to conduct experiments. Unfortunately, fake news
benchmark datasets are usually small and biased.

In most cases, only a few thousand third-party fact-checked
URLs are used to test proposed methods, and these URLs are
not randomly sampled from online information. A relatively
large dataset coming from the fact-checking website gossip-
cop.com, and a smaller one sampled from politifact.com - both
released as part of the FakeNewsNet [1] - constitute two of
the most commonly used benchmark datasets [1], [11], [14]–
[20]. Other common sources of annotated URLs or posts are
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BuzzFeed [14], [16], [17], Twitter [21]–[23] and Weibo [23],
[24]. In these datasets, assigned labels are usually reliable, but
included news are in a single language and reflect unknown
selection and factuality criteria, which means that resulting
datasets are typically small, homogeneous, and easy to beat.
As an alternative strategy to obtain a larger number of third-
party fact-checked URLs, researchers have also sampled news
from notoriously reliable and unreliable sources using distant
supervision. Resulting datasets, such as NELA [5], [6] can
be quite large, but they are also noisy and biased since news
articles are labeled as true or false according to their source
label, and are not individually fact-checked. To conclude, it
is worth mentioning that an extensive and in-depth review of
existing evaluation datasets was recently published [25].

B. News Cascades Representation

Concerning the entities used as nodes, in most cases
news articles themselves represent a natural choice [14]–[16],
[20], [26], [27], followed by users who published a specific
URL/post in the social network [11], [16], [20]–[22], [26]–
[29]. Since currently only Twitter gives easy access to its API
for research purposes, almost all papers look at Twitter users
posting a news URL, or re-posting a specific tweet [22], [28],
[30]. Together with news, posts, and users, content creators
represent another important signal and are often included as
separate nodes [14]–[16], [20], [26], [29]. Moreover, when
available, the article or the post authors can also be used;
otherwise, the source represents a valid alternative [20], [26].
Finally, some less popular choices are topics [14], [15] and
post comments [21]. As for the edges, news articles can be
directly connected to their creators [14]–[16], [20], [26], to
their topic [14], [15], and to their posting users [26]. Users,
in turn, can be linked through their social graph, e.g., based
on following or friendship relationships [20], [26], [28], or re-
posting activity [27]. The cosine similarity between a vector
representation for two users is another possible option [27].
Moreover, users can be connected to their posts [16], [21],
to an article through a stance score [20], [26], and to nodes
representing their posted comments [21], which in turn are
usually connected to their corresponding post [21]. As for
news-posting domains, an edge can be added every time two
posting domains link to each other [20], [26]. Finally, when the
tweets are nodes themselves, an edge could mean that tweet i
is responding to tweet j, like in [30].

C. GNN-based Misinformation Detection Methods

As extensively shown in a seminal work [31], in social
networks fake news spreads faster and deeper than high-
quality information. This new awareness rapidly lead to a
major shift in how scientists tackle the difficult task of mis-
information detection. Indeed, over the past five years, GNN-
based methods have established themselves as the new state-
of-the-art approaches in the fight against fake news. Unlike
their content-based predecessors, these methods leverage the
diffusion patterns of news in social networks as their main
discriminant signal. Initially, as an intermediate step, features

representing the spreading patterns of the news were simply
added to content-based features in order to train traditional
machine learning classifiers. For example, researchers started
using Recurrent Neural Networks (RNNs) and Convolutional
Neural Networks (CNNs) to classify the sequence of users
posting some specific news [23]. More recently, the task has
been typically formulated as a node [14], [20]–[22], [26],
[27] or a graph classification task [11], [28], [30]. That is,
existing methods make use of either node or graph embeddings
obtained by training a geometric deep learning architecture
on customized graphs. The most commonly used architectures
include Graph Convolution Networks (GCN) [22], [28], [32],
Bi-Directional Graph Convolution Networks (BiGCN) [33],
Graph Attention Networks [14], [32], [34], [35], and Graph-
SAGE [11], [32]. Depending on the approach, these latent
representations can be further combined with other text-based
features and/or with non-GNN-based embeddings that capture
other aspects of fake news diffusion [22].

III. FBMULTILINGMISINFO & COMPARISON DATASETS

Here we present FbMultiLingMisinfo, a new multilingual
collection of third-party fact-checked news and their diffusion
cascades on Twitter. To create the dataset, we started from the
Facebook Privacy-Protected Full URLs Data Set [13], which
was recently published and includes any URL publicly shared
on Facebook at least 100 times between January 2017 and
July 2019. About 12,500 URLs out of a total of 36 millions
URLs come with a third-party fact-checking label, and we
expanded this subset with additional information from Twitter.
Our goal is to provide researchers with a new challenging
playground to test automatic misinformation detection models.
Although the original Facebook dataset was used in previous
work [36]–[40], to the best of our knowledge we are the first
to use it for misinformation detection. While still preserving
some shortcomings of all misinformation detection datasets,
FbMultiLingMisinfo introduces several improvements with
respect to current benchmarks:

• it is the first multilingual dataset for misinformation
detection;

• it is the second largest benchmark dataset for misinforma-
tion detection whose URLs were individually third-party
fact-checked;

• it is more complex than PolitiFact and GossipCop, the
two most used benchmark datasets for misinformation
detection;

• all included URLs are highly impactful (shared at least
100 times on Facebook);

• compared to GossipCop and PolitiFact, many more Twit-
ter users were involved in spreading of the included URLs
as shown in section III.

In order to test state-of-the-art misinformation detection
methods on our new dataset, the first thing we had to do was to
reconstruct the diffusion graphs of the included URLs. Thanks
to the Twitter API for Academic Research, we were able to
download all Twitter posts containing each of the 12,447 fact-
checked URLs, as well as several features about all the authors
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TABLE I
STATISTICS ABOUT THE FIVE DATASETS: FBMULTILINGMISINFO,

GOSSIPCOP LARGE, GOSSIPCOP SMALL, POLITIFACT LARGE,
POLITIFACT SMALL

Dataset Fake
News

True
News

Total
News

Twitter
Posts

Twitter
Users

# Posts /
# Users

FbMulti
LingMisinfo 4,034 3,300 7,334 3,219,383 1,240,592 2,59

GossipCop
Large 3,942 13,577 17,519 1,272,256 281,962 4,50

GossipCop
Small 2,732 2,732 5,464 236,889 31,101 7,61

PolitiFact
Large 293 305 598 495,202 293,626 1,69

PolitiFact
Small 157 157 314 22,340 14,873 1,50

Fig. 1. FbMultiLingMisinfo: news articles language distribution (ISO 639-1
codes).

of these posts. Unfortunately, Twitter does not give access to
deleted posts and does not allow to retrieve statistics about a
post’s author at the time a URL was posted. In other words,
collected data represent current statistics and information
about users who posted certain URLs in the past. This is
an intrinsic limitation of virtually all previously published
research leveraging Twitter data for fake news detection, and
as such it is difficult to overcome.

Finally, in order to make our analysis more sound and
to focus on high-impact news, we decided to apply several
pre-processing steps to our raw dataset. First, we detected
and deleted duplicates using multilingual sentence embeddings
[41]. Namely, we considered titles with a cosine similarity
greater than 0.9 as duplicates (see Section III-B for more
details). In case of duplicates, we kept the earliest URL
reporting a news, and we discarded all duplicates that came
afterwards. The rationale is that once an automatic system has
discovered that a given piece of news is fake news, it would
be relatively easy to discard similar news later, e.g. based
on textual similarity [42], [43]. Moreover, we only included
URLs with at least four posts on Twitter, and we deleted
URLs that point to fact-checking websites. Statistics about
the final datasets are shown in Table I, while Fig. 1 shows
the distribution of languages in the final list of 7,334 URLs,
and Table II lists the top-10 most frequent domains. As we
will show below, our dataset represents a new hard-to-beat
benchmark for current misinformation detection approaches.

TABLE II
FBMULTILINGMISINFO: TOP-10 DOMAINS AND THE CORRESPONDING

CUMULATIVE PERCENTAGE OF URLS THEY COVER.

Domain Fact-Checked
URLs

Cumulative
Percentage

www.repubblica.it 151 2%
www.youtube.com 106 4%
www.ilfattoquotidiano.it 106 5%
www.breitbart.com 72 6%
www.ansa.it 66 7%
yournewswire.com 59 8%
www.corriere.it 56 8%
video.repubblica.it 50 9%
www.huffingtonpost.it 48 10%
www.pulzo.com 47 10%

TABLE III
GOSSIPCOP: TOP-10 DOMAINS AND THE CORRESPONDING CUMULATIVE

PERCENTAGE OF URLS THEY COVER.

Domain Fact-Checked
URLs

Cumulative
Percentage

people.com 1,403 8%
www.dailymail.co.uk 737 12%
www.usmagazine.com 550 15%
www.etonline.com 544 18%
www.longroom.com 465 21%
en.wikipedia.org 459 24%
hollywoodlife.com 435 26%
www.hollywoodreporter.com 269 28%
www.usatoday.com 242 29%
variety.com 237 30%

In our GitHub repository,1, for each URL included in
FbMultiLingMisinfo, we listed all the tweet IDs and Twitter
user IDs making up our dataset. In order to replicate our ex-
periments and/or to use FbMultiLingMisinfo, researchers must
first apply to Social Science One2 and obtain the Facebook
Privacy-Protected Full URLs Data Set. Then, they have to
filter all the URLs included in FbMultiLingMisinfo with the
provided URL IDs, and finally they can hydrate tweet and
Twitter user IDs through the Twitter APIs.

TABLE IV
POLITIFACT: TOP-10 DOMAINS AND THE CORRESPONDING CUMULATIVE

PERCENTAGE OF URLS THEY COVER.

Domain Fact-Checked
URLs

Cumulative
Percentage

web.archive.org 94 16%
www.youtube.com 22 19%
www.politifact.com 17 22%
www.washingtonpost.com 14 25%
www.nytimes.com 13 27%
yournewswire.com 10 28%
www.cnn.com 9 30%
www.cq.com 8 31%
www.whitehouse.gov 7 32%
abcnews.go.com 7 34%
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Fig. 2. Overlapping Twitter users spreading the URLs in each of the three
datasets: FbMultiLingMisinfo, GossipCop-Large, and PolitiFact-Large.

A. Comparison Datasets

In order to show that FbMultiLingMisinfo is a more
challenging benchmark than pre-existing datasets, we tested
several state-of-the-art misinformation detection methods on
it, and we showed that they perform much worse than on
PolitiFact and GossipCop, the two most widely used bench-
marks for fake news detection. PolitiFact and GossipCop
come from FakeNewsNet [1] and were collected from two
fact-checking websites that focus on celebrities and political
reporting, respectively. To make results comparable, before
running the experiments, we applied the same pre-processing
steps listed for FbMultiLingMisinfo.

Tables III and IV show that GossipCop and PolitiFact are
much more homogeneous in terms of publishing domains
compared to FbMultiLingMisinfo, with 30% of their URLs
coming from just ten domains, while this figure drops to
10% for FbMultiLingMisinfo. Moreover, as shown in Table I
and Fig. 2, URLs included in our FbMultiLingMisinfo were
spread by many more Twitter users compared to those in
GossipCop and PolitiFact. In other words, while GossipCop-
Large is more than twice as large as FbMultiLingMisinfo in
terms of number of news articles, its URLs were spread by five
times less unique Twitter users, thus making the classification
task particularly easy. Finally, Fig.3 and Fig.4 show differences
in the temporal distribution and impact between the three
datasets. On average, the URLs in FbMultiLingMisinfo spread
deeper and were first published between 2017 and 2019, while
GossipCop and PolitiFact stopped sampling new URLs at the
end of 2018.

For data availability reasons, we used two different versions
of GossipCop and PolitiFact, depending on the tested archi-
tecture. As further explained in the next section, for the only
non-GNN-based model, we ran experiments on GossipCop-
Large and PolitiFact-Large, while for GNN-based models,

1http://github.com/siciliano-diag/FbMultiLingMisinfo
2http://socialscience.one/

Fig. 3. Temporal distribution of URLs for FbMultiLingMisinfo, GossipCop-
Large, and PolitiFact-Large.

Fig. 4. Histogram of the total number of tweets for each URL within the
first 480 hours.

we had to rely on GossipCop-Small and PolitiFact-Small,
which are subset of GossipCop-Large and PolitiFact-Large
(statistics shown in Table I). We could not run the GNN-
based models on GossipCop-Large and PolitiFact-Large for
two reasons: (i) much of the Twitter data was not available
anymore, (ii) reconstructing the diffusion cascades as done in
[32] has proven quite hard. Thus, we relied on the diffusion
graphs shared by [32].

As for FbMultiLingMisinfo, information about URLs used
in our experiments and corresponding Twitter data can be
found in our GitHub repository,3 while researchers can go
to the FakeNewsNet GitHub repository4 to obtain the full
versions of both GossipCop and PolitiFact.

B. Modeling the Diffusion Cascades of URLs Shared on
Twitter

The models we experimented with take as input two differ-
ent kinds of data. In one case [23], the sequence of Twitter
users who posted a URL is fed to an RNN-based model,
which then predicts whether the corresponding news is fake
or real. In order to use this model, we first downloaded
the full list of tweets that shared each URL, and we then
represented each piece of news as a sequence of corresponding
Twitter users. Similarly to [23], [32], each Twitter user is
represented as a vector of 13 features: length of the user
name, user description and username, number of followers and
followings, total number of tweets and lists, time passed since

3http://github.com/siciliano-diag/FbMultiLingMisinfo
4http://github.com/KaiDMML/FakeNewsNet
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the account creation, and finally whether the account has a
URL, a location, a profile image, and whether it is protected
and/or verified.

In contrast, for GNN-based models, we had to construct a
graph representing each URL diffusion cascades. As in [32],
given the sequence of tweets and retweets mentioning a URL,
we built a graph as follows: a central node represents the
news and there is an additional node for each tweet. All
direct tweets are connected to the central node, while re-
tweets are connected to the tweet they are re-tweeting. Finally,
similarly to [32], we obtained the node features by encoding
the user description with the paraphrase-multilingual-mpnet-
base-v2 model from the Hugging Face multilingual sentence
embedding model trained as in [41].

For the central node representing the URL, we used the
news title embedding. Our choice of a multilingual model
is due to the multilingual nature of the FbMultiLingMisinfo
dataset. For the GossipCop and PolitiFact datasets, we used
the diffusion graphs shared in [32], but we replaced the given
node features with the multilingual sentence embeddings.

IV. EXPERIMENTS & RESULTS

In this section, we describe the experiments we conducted
using several state-of-the-art misinformation detection models
on our dataset, as well as on GossipCop and PolitiFact.

A. Experiments

We experimented with six state-of-the-art approaches, which
use news contextual and social information in two different
ways. A non-GNN-based method that leverages the sequence
of Twitter users posting a URL, and five GNN-based methods
that work on news diffusion graphs.

• CNN-RNN [23] This model integrates an RNN-based
section, using a Gated Recurrent Unit (GRU), and a
CNN-based section applied to the user features. In our
experiments, we considered the first 100 tweets for each
URL.

• GCNFN [28] This is the first model that applied graph
convolution networks on news diffusion graphs. The
model also makes use of more recent developments in
the field of neural networks, such as graph attention for
dimensionality reduction, Scaled Exponential Linear Unit
(SELU) as non-linearity and Hinge loss.

• BiGCN [33] A newer and more advanced bidirectional
version of Graph Convolutional Networks (GCN) that
aims at capturing news diffusion and news dispersion
simultaneously.

• GCN [44] A simple GCN that uses an efficient layer-wise
propagation rule based on a first-order approximation of
spectral convolutions on graphs. It can learn hidden layer
representations that encode both local graph structure and
features of nodes.

• GAT [45] The use of multi-head graph attention makes
this model computationally highly efficient, thus allowing
it to deal with neighbourhoods of various sizes without
depending on knowing the entire graph structure upfront.

TABLE V
SUMMARY OF OUR EXPERIMENTS.

Model Datasets Train
Sizes

Work Using the Model
for Misinformation

Detection

CNN-RNN
FbMultiLingMisinfo

GossipCop Small
PolitiFact Small

5%, 10%,
20%, 50%

[23]

GCNFN
FbMultiLingMisinfo

GossipCop Large
PolitiFact Large

[28], [32]
BiGCN [32], [33]
GCN [22], [32]
GAT [14], [29], [32], [34]

GraphSAGE [11], [32]

• GraphSAGE [46] This model exploits inductive node
embedding by making use of node features in order to
generalise to unseen nodes.

Implementation-wise, for the CNN-RNN model, we used
the code from [23],5 while for GNN-based architectures, we
used the code distributed by [32].6 Concerning the hyper-
parameters, we used the values from the original papers.

We tested the six models on FbMultiLingMisinfo, Gossip-
Cop and PolitiFact with increasing training sizes: 5%, 10%,
20%, 50% of the training data. We repeated each experiment
five times with different random seeds and we report averaged
results. Table V shows a summary of our experiments.

B. Results

Starting from a small training size allowed us to see some
important differences between the three datasets.

• First, as shown in Table VI, regardless of the training size
or model chosen, the accuracy on GossipCop was always
above 95%, except for BiGCN. This shows that Gossip-
Cop does not allow to discriminate well between different
models, as 5% of the training data is enough to achieve
an accuracy higher than 97%. A likely explanation is
that a relatively small number of unique Twitter users
spread all the URLs included in GossipCop as shown
in Table I. Unlike FbMultiLingMisinfo and PolitiFact,
whose average number of post per user is 2.59 and 1.50
respectively, for GossipCop-Large and GossipCop-Small
the same figure rises to 4.5 and 7.6.

• On the other hand, for both PolitiFact and FbMultiL-
ingMisinfo, increasing the training size always yielded
noticeable gains in performance for all models, going
from around 74% up to 87% for PolitiFact and from
around 74% up to 82% for FbMultiLingMisinfo (Ta-
ble VI). Fig. 5 further shows the best model accuracy
for each training size on FbMultiLingMisinfo, GossipCop
and PolitiFact. FbMultiLingMisinfo is clearly harder than
PolitiFact and GossipCop, and needs more training data
to reach somewhat good (but not astonishing) accuracy.

• Indeed, even when 50% of the URLs are used for training,
accuracy on FbMultiLingMisinfo does not exceed 83%,
which puts into question the real validity of the proposed

5http://github.com/yumere/early-fakenews-detection
6http://github.com/safe-graph/GNN-FakeNews

Authorized licensed use limited to: UNIVERSITAT POMPEU FABRA. Downloaded on October 26,2022 at 14:33:26 UTC from IEEE Xplore.  Restrictions apply. 



TABLE VI
EVALUATION RESULTS WHEN USING 5%, 10%, 20%, AND 50% OF THE

TRAINING DATA. THE TEST SET IS KEPT CONSTANT AND REPRESENT 30%
OF THE DATASET. THE REMAINING URLS ARE USED AS A VALIDATION

SET.

PolitiFact GossipCop FbMulti
LingMisinfoModel Acc. F1 Acc. F1 Acc. F1

Train Set Size: 5%
CNN-RNN 0.74 0.74 0.95 0.88 0.73 0.77

GCNFN 0.73 0.70 0.95 0.95 0.75 0.78
BiGCN 0.74 0.75 0.81 0.81 0.75 0.78
GCN 0.72 0.79 0.96 0.96 0.74 0.77
GAT 0.67 0.63 0.95 0.95 0.70 0.73

GraphSAGE 0.78 0.78 0.97 0.97 0.74 0.76
Train Set Size: 10%

CNN-RNN 0.77 0.75 0.96 0.90 0.75 0.78
GCNFN 0.76 0.77 0.96 0.96 0.78 0.79
BiGCN 0.82 0.79 0.80 0.81 0.78 0.80
GCN 0.78 0.77 0.96 0.96 0.76 0.78
GAT 0.81 0.80 0.97 0.97 0.74 0.77

GraphSAGE 0.75 0.75 0.97 0.97 0.76 0.79
Train Set Size: 20%

CNN-RNN 0.77 0.75 0.96 0.92 0.76 0.79
GCNFN 0.73 0.71 0.96 0.96 0.78 0.81
BiGCN 0.84 0.84 0.89 0.89 0.79 0.82
GCN 0.79 0.79 0.97 0.97 0.79 0.81
GAT 0.82 0.81 0.97 0.97 0.79 0.81

GraphSAGE 0.79 0.79 0.97 0.97 0.79 0.81
Train Set Size: 50%

CNN-RNN 0.81 0.80 0.97 0.94 0.77 0.80
GCNFN 0.87 0.87 0.97 0.97 0.82 0.83
BiGCN 0.84 0.86 0.95 0.95 0.82 0.84
GCN 0.79 0.78 0.98 0.98 0.82 0.84
GAT 0.84 0.84 0.98 0.98 0.83 0.85

GraphSAGE 0.80 0.75 0.98 0.98 0.83 0.85

methods. Even though accuracy over 80% could still be
considered a good result, implementing such methods in
a real social network could result in censoring a large
number of real news.

• Another very interesting observation drawn from Ta-
ble VI is that, for all training sizes below 50% (5%,
10% and 20%), none of the GNN-based models sig-
nificantly outperform the RNN-CNN model. Only on
PolitiFact, some GNN-based models perform better than
RNN+CNN, but the difference in performance never
exceeds 4%. In other words, an intrinsically sequential
architecture seems to capture as much information as
more advanced geometric deep learning methods, thus
questioning their true hegemony in this domain.

V. CONCLUSIONS & FUTURE WORK

We presented FbMultiLingMisinfo, a new large-scale mul-
tilingual benchmark dataset for misinformation detection, and
we tested several state-of-the-art GNN-based models on it.
The results show that our new dataset is more challenging
than GossipCop and PolitiFact, two widely used fake news
detection benchmarks from FakeNewsNet [1]. GossipCop, in
particular, seems to be exceptionally easy to classify and
thus of limited utility to assess the discriminatory power of
misinformation detection methods; PolitiFact is slightly harder,
but also much smaller. Testing the models with different and

Fig. 5. Best model accuracy for FbMultiLingMisinfo, GossipCop and
PolitiFact, for each training size. We can see that for GossipCop increasing
the training size does not affect much accuracy, which is already above 97%
when using just 5% of the training data.

increasing training sizes allowed us to further differentiate
the three datasets and different architectures. A noteworthy
result is that an intrinsically sequential model based on RNN
and CNN performs very similarly to state-of-the-art geometric
deep learning architectures when up to 20% of the data is used
for training.

In future work, as the Facebook Privacy-Protected Full
URLs Data Set is constantly updated, we plan to keep en-
riching FbMultiLingMisinfo with newly released URLs, thus
creating a constantly growing high-quality benchmark dataset
for misinformation detection. In addition, in order to test a
more realistic setting, differences between datasets and tested
architectures could be assessed for early detection, and meth-
ods could be probed with highly unbalanced datasets or under
fact-checking budget constraints. In the latter case, both offline
and online active learning strategies could come in handy and
would help define an optimal strategy to continuously fine-
tune the most successful methods [14], [47]. Finally, another
interesting direction could be to build ensembles aggregating
results from a variety of misinformation detection models.
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