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1 THE PROBLEM

Algorithmic fairness is an emerging topic in computer science
that seeks to detect and mitigate discrimination introduced by al-
gorithms [2]. One focus of such research is data-driven decision-
making algorithms used to allocate a benefit. In the anti-discrimina-
tion literature, typical benefits include access to jobs, education,
training, and government benefits [4].

Our research studies the algorithm used for admission of uni-
versity students in Chile. As in other countries, this admission is
generally based on a weighted sum of grades in high school and
scores in a standardized test, i.e., it is a linear model.
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Figure 1: Math scores in the admission test by income decile.

An important societal problem, identified by previous work, is
that scholastic achievement and in particular the results in these
standardized tests are strongly affected by income [1]. Figure 1
shows this effect is quite dramatic in our data.

2 OUR APPROACH

Our approach follows a recent method dubbed counterfactual fair-
ness [3] and implemented in STAN. In this method, one aims to
infer the value of a latent variable associated with each student,
which authors of [3] call knowledge but we prefer to call aptitude,
given the context of our problem. This variable captures student
qualities that might determine scholastic achievement — including,
for instance, intelligence and persistence. The model distinguishes
between aptitude and other factors that might unfairly determine
achievement - including, for instance, income and gender.

One difference between our analysis and previous works is that
we use two datasets that cannot be joined directly. The first corre-
sponds to national-level data about students taking the admission
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test; the second corresponds to university-level data correspond-
ing to students admitted to a specific university program. For the
national-level data, we have access to gender, high school type
(public or private), income decile, grades in high school, and results
in standardized tests. For the university-level data, we have access
to the same variables, except for income, and we also have access
to student grades during the first year.

Our ultimate goal is to determine an admission policy, e.g., a
linear function of grades and scores, that is a good predictor of
university grades, as a proxy for scholastic achievement. The idea
is that it is in the best interest of the university and of the students,
that the students that are admitted are those who are likely to
obtain good grades at the university. A more immediate goal is to
determine whether the inferred student aptitude values are a good
such predictor. If that were the case, we would have an admission
policy that is not only accurate, but also fair - in the sense that it
would discount the role of factors (e.g., gender, income) that unfairly
affect scholastic achievement.
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Figure 2: Dependencies in our model. Gender and income
are protected or sensitive attributes.

Our model is depicted in Figure 2. Our preliminary results are
promising but also show an important challenge. While we are
able to model aptitude in the national dataset using assumptions
similar to the ones in previous work [3], using the inferred aptitude
values for students in the university-level dataset as predictor for
scholastic achievement proves more challenging. The purpose of
this poster presentation is to start a discussion with STAN experts
and practitioners about this project and to get feedback on our
modeling choices and methods. Our STAN code will be public.
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