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ABSTRACT

Predicting the popularity of online content has attracted
much attention in the past few years. In news rooms, jour-
nalists and editors are keen to know, as soon as possible, the
articles that will bring the most traffic into their website.
In this paper, we propose a new approach for predicting
the popularity of news articles before they go online. Our
approach complements existing content-based methods, and
is based on a number of observations regarding article simi-
larity and topicality. We use time series forecasting to predict
the number of visits an article will receive. Our experiments
on real data collections demonstrate the effectiveness of the
proposed method.
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1 INTRODUCTION

Monitoring the performance of news articles is a core task
within any news media organization. The highly crowded
news market, and the fast growth of online news platforms
and applications in recent years, have pushed editors into
a fierce competition for the attention of news readers. Cur-
rently, editors focus on popularity in terms of number of visits
and visitors to news websites as the most important perfor-
mance metric for news articles online. While social media has
changed the way people consume news, their contribution in
terms of visits to websites is relatively small. Andrew Miller,
Guardian News and Media CEO, estimated all social media
combined are around 10% of their site’s traffic [20]

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
Copyrights for components of this work owned by others than the au-
thor(s) must be honored. Abstracting with credit is permitted. To copy
otherwise, or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee. Request permissions
from permissions@acm.org.

HT ’18, July 9–12, 2018, Baltimore, MD, USA

© 2018 Copyright held by the owner/author(s). Publication rights
licensed to the Association for Computing Machinery.
ACM ISBN 978-1-4503-5427-1/18/07. . . $15.00
https://doi.org/10.1145/3209542.3209575

Measuring popularity, however, is not sufficient. The ability
to anticipate online news popularity enables editorial teams
to take strategic decisions to maximize the impact of their
online content, such as promoting or demoting articles in
their web pages. Given the high velocity of news, editors need
to have forecasts for news articles as early as possible after
publishing the article – and ideally, before publication.

The research community has addressed the problem of
predicting the popularity of news articles in several recent
papers including [3, 5, 11], typically addressing this as a
regression problem (i.e. predict the popularity of an item),
and sometimes as a classification problem (discretization
of popularity into different levels/classes). Approaches that
can dispense with early popularity measurements have been
explored through the development of predictive models that
use features such as the words in the title of the article, e.g.
[8]. Our approach is complementary to such methods, and
provides a novel extension where topic popularity forecasts
are used to improve news article popularity predictions.

We explore two forecasting algorithms that exploit these
observations, and test them on a large collection of news
articles published by Aljazeera Network1 – an international
news organization – over 18 months in 2013 and 2014. The
ensuing results yield a mean average percentage error (MAPE)
as low as 11%, demonstrating the efficacy of the approach in
predicting news article popularity.

2 RELATED WORK

We review in the following three categories of work related
to our paper. (i.) Methods Based on Early Measurements.
The success of the auto-correlation approach pioneered by
[17] has encouraged many researchers to use early popularity
measurements as predictors of future popularity. Examples
include [7] for votes in Digg; [10] for comments to articles;
[12] for visits to articles; [1] for views in YouTube and Vimeo,
and for votes in Digg. (ii.) Methods Based on Topics. [3]
used information about the category of a news article (e.g.
sports, politics) together with information about the source,
subjectivity, and named entities to predict the popularity of
news articles in social media, prior to their publication. [18]
predicted the number of comments to articles on a large news
website. (iii.) Methods Based on Keywords. [19] studied the
prediction of comments on news articles, using features such
as publication date, number of articles posted at the same

1http://www.aljazeera.com
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time, and named entities. [8] measured the impact of titles
on the popularity of image re-posts for different communities
in Reddit. Our approach differs from and is complementary
to the approaches reviewed in this section, in that it relies
on article similarity and topic modeling. Our approach can
also use recent historical data at any level of granularity (e.g.
days, hours) to predict online content popularity.

3 DATASET

We use data provided by Al Jazeera, a large international
news network operating multiple television channels and
websites. We harvested articles from the English version of
this website, which has millions of visits per month. The data
covers a time span from September 2012 through April 2014.
Our collection comprises two types of articles: News (8,065)
and Opinion (4,357). The first category refers to breaking
news. The latter refers to opinions and features contributed
by named writers sharing their analysis of a topic of public
interest. For each article, we also retrieved a time series of
the number of visits the article gets after its publication.

4 PREDICTING TOPIC VOLUME

The first task we describe is the prediction of the total volume
of visits to a topic 𝑢, i.e. the sum of the visits of all articles
that have the topic 𝑢 as the main topic. We use the Latent
Dirichlet Allocation algorithm (LDA) to uncover the topics
in our collection of articles [4].

4.1 Determining the Number of Topics

As many topic modeling methods such as non-negative matrix
factorization [9] and Probabilistic Latent Semantic Analy-
sis [6], LDA assumes the number of topics 𝑘 given. Empiri-
cally, a small 𝑘 leads to broad topics such as “politics” and
“sports” whereas a large 𝑘 leads to specialized topics such
as US elections. We use supervised classification to find the
“appropriate” number of topics 𝑘*. The intuition is that 𝑘*

topics should yield a partition of the documents in the dataset
that can be accurately recognized by a classifier trained on
𝑘* classes of documents. First, we run LDA with different
number of topics (𝑘 ∈ {10, . . . 100}). Let 𝒯 (𝑘) be the topic
set produced by LDA for each value of 𝑘. For each set of
topics, we label every article 𝑎 ∈ 𝒟 with its primary topic

𝑢
(𝑘)
𝑎 such that 𝑢

(𝑘)
𝑎 = argmax𝑢∈𝒯 (𝑘) rel(𝑎, 𝑢). Next, we split

articles into train (80%) and test (20%) sets, and train a
Multinomial Naive Bayes classifier (MNB) [14] on the tf · idf
scores of stems within each article. Results are reported in
Figure 1. While the precision of the classifier is almost the
same at 𝑘 = 10 and 𝑘 = 20, the recall and 𝐹1 scores are
maximized for 𝑘 = 20. Hence, we set 𝑘* = 20.

4.2 Topic Volume Prediction Results

We use Pearson’s correlation (𝑟2) to measure auto-correlations
and cross-correlations between topics, and Mean Absolute
Percentage Error (MAPE) to evaluate forecasting results.

Figure 1: Quality of MNB for different numbers of
topics obtained using LDA. 𝐹1 maximizes at about
20 topics.

Determining the size of the training window. We
now address the selection of the appropriate size of the time-
window for training. A larger training window means more
data is used for training, but if the underlying process changes
over time, then incorporating training data that is too old
may actually be counterproductive. The number of time
lags 𝛿 to use is another important parameter. A larger 𝛿
means more variables are used for the prediction, which
may lead to over-fitting. We train our prediction models
with training windows of different sizes and different time lag
values. We vary the sliding training window size to take values
in {3, 5, 7, 10, 20, 30, 40, 50, 60}, and the lag 𝛿 ∈ {2, 3, 4, 5},
both values expressed in days.

Figure 2 reports the average MAPE scores for different
values of time lags and sizes of training sets. Each reported
MAPE value is the average of scores achieved at predicting
different steps-ahead (2, 3, 7, 15, and 30). Linear regression
(LR) results are shown in Figure 2(a). A high variation of
MAPE scores is observed for small sizes of the training set
(≤ 30) before the scores stabilizes starting from training sets
of size 50. SVR results are shown in Figure 2(b). MAPE
scores are lower compared to those of LR, for all the values of
the training set size we consider. It also shows that the ideal
size of the training window is 7 days. Finally, adding more
lags (larger 𝛿) also increases the error rate. To summarize,
the best prediction model is SVR with feature selection, a
training window size of 7 days, and 𝛿 = 2 or 𝛿 = 3 as time
lags.

5 ARTICLE PREDICTIONS

We now address the problem of predicting the number of
visits to an article. Our objective is to assess to which extent
topicality and article similarity can help predict the number
of visits an article will receive. First we compute the popu-
larity of an article as a function of the popularity of similar
previously posted articles (Section 5.1). Then, we include
topic popularity into the model (Section 5.2). Next, we inte-
grate predicted topic popularity into the overall forecasting
model (Section 5.3). Finally, we complement our prediction
with early traffic observations to improve over both methods
(Section 5.4).



(a) LR (b) SVR

Figure 2: MAPE of LR and SVR for # training sizes
& lags.

5.1 Prediction Based on Article Similarity
Using Nearest Neighbors (NN)

We hypothesize that similar articles posted within a relatively
small time window receive a similar number of visits. The
rationale behind this hypothesis is that people who visited
an article about a developing story yesterday (or a few days
ago), are likely to visit similar articles published today or at
a later day. Sets of follow-up articles can be understood as
playing the role of ephemeral pseudo-topics.

We measure article similarity by representing articles 𝒟
using tf · idf vectors over the concatenation of their content
and title. The similarity between each pair of articles is
measured using cosine similarity simcos(·, ·) ∈ [0, 1].

To predict article visits, we use these similarities as input
to a nearest-neighbors estimation method (NN). This method
consists on estimating the value of a function at given point,
as an aggregate of the value of that function for a set of
points near it [2, 15]. We use a variant of the kNN method
applied to popularity prediction by [13], where the number
of views of an item is the weighted sum of the number of
views of similar items in the past few days.

Given an article 𝑎 posted on day 𝑡𝑎, and a similarity
threshold 𝜃, we define 𝑁 𝑡

𝜃(𝑎) as the set of articles published
on day 𝑡 whose similarity with 𝑎 is greater than or equal to 𝜃:

𝑁 𝑡
𝜃(𝑎) = {𝑏 ∈ 𝒟, simcos(𝑎, 𝑏) ≥ 𝜃 ∧ 𝑡𝑏 = 𝑡} . (1)

We next define a function which gives the weighted average
of the number of visits to articles in 𝑁 𝑡

𝜃(𝑎) (for 𝑡 < 𝑡𝑎) up to
date 𝑡𝑎:

𝑋𝑎(𝑡) =
∑︁

𝑏∈𝑁𝑡
𝜃
(𝑎)

simcos(𝑎, 𝑏) · 𝑉𝑏(𝑡𝑎)∑︀
𝑏∈𝑁𝑡

𝜃
(𝑎) 𝑉𝑏(𝑡𝑎)

(2)

where 𝑉𝑏(𝑡𝑎) is the cumulative number of visits received
by article 𝑏 from its publication up to and including the
publication date of 𝑎, 𝑡𝑎. Finally, our estimator is based on
linear regression:̂︀𝑉𝑎(𝑡𝑎 + ℎ) = 𝛼𝑖 +

∑︁
𝑖∈𝛿(𝑡𝑎)

𝛽𝑖𝑋𝑎(𝑖) + 𝜀 (3)

where as before 𝛿(𝑡𝑎) = {𝑡𝑎 − 𝛿, 𝑡𝑎 − 𝛿 + 1, . . . , 𝑡𝑎 − 1} is the
set of time lags under consideration, 𝛼 and 𝛽𝑖 are the linear
regression coefficients, and 𝜀 is the residual term.

Results are shown on Figure 3(a). The model is trained on
80% of the articles, and tested on the remaining 20%. We vary
𝛿 from 1 to 7 days and set 𝜃 to values in {0.05, 0.1, 0.2, 0.3}.
We observe that adding more days does not improve signifi-
cantly the results. Values of 𝜃 close to 0.1 and 0.2 yield in
general better results than 0.05 (which may cover too many
articles distantly related to the one for which the prediction
is being done) or 0.3 (which may be too strict as a criterion
and include too few neighbors). We experimented with SVR
and found the results to be no better than those obtained
with linear regression (LR); in the remainder we report only
the results with LR which is a simpler model.

5.2 Prediction Based on Topic Volume
(NN+T)

Let us now consider a predictor of visits to article 𝑎 based
on the topic volume of its main topic 𝑢𝑎. This predictor is
simply: ̂︀𝑉𝑎(𝑡𝑎 + ℎ) = 𝛼𝑖 +

∑︁
𝑖∈𝛿(𝑡𝑎)

𝛽𝑖𝑌𝑢𝑎(𝑖) + 𝜀 (4)

where 𝑌𝑢𝑎(𝑖) is the number of visits to topic 𝑢𝑎 at time 𝑖.
The result is the dashed line in Figure 3(a). We observe its
MAPE value is 1.33 percentage points lower than the one
obtained with the method based on NN. Given that this
method is complementary to the one using nearest neighbors,
we can combine them using:̂︀𝑉𝑎(𝑡𝑎+ℎ) = 𝛼𝑖+

∑︁
𝑖∈𝛿(𝑡𝑎)

𝛽𝑖𝑋𝑎(𝑖, 𝑡𝑎)+
∑︁

𝑖∈𝛿(𝑡𝑎)

𝛾𝑖𝑌𝑢𝑎(𝑖)+𝜀 (5)

where 𝑋𝑎(𝑖, 𝑡𝑎) is the aggregate of visits to nearest neighbors
defined in Equation 2. Results are shown on Figure 3(b). We
observe that the combined method is better than the method
based only on topic volume for 𝛿 > 1, and that in general
the MAPE for 𝛿 = 3 or 𝛿 = 4 is lower than for 𝛿 = 1.

5.3 Prediction Based on Predicted Topic
Volume (NN+T+PT)

We further improve the results by creating an ensemble fore-
casting that operates in two steps. First, we predict the future

popularity of 𝑎’s topic 𝑢𝑎 at time 𝑡𝑎 + ℎ, ̂︀𝑌𝑢𝑎(𝑡𝑎 + ℎ) using
the best estimator from Section 4.2. Next, we incorporate
this as an input variable for the regression:̂︀𝑉𝑎(𝑡𝑎 + ℎ) = 𝛼𝑖 +

∑︁
𝑖∈𝛿(𝑡𝑎)

𝛽𝑖𝑋𝑎(𝑖, 𝑡𝑎) +
∑︁

𝑖∈𝛿(𝑡𝑎)

𝛾𝑖𝑌𝑢𝑎(𝑖)

+𝜂̂︀𝑌𝑢𝑎(𝑡𝑎 + ℎ) + 𝜀

Results are shown on Figure 4. We observe a small but
consistent improvement when incorporating this variable to
our best predictor so far. Again, best results are observed
using 𝛿 = 3 or 𝛿 = 4.

5.4 Incorporating Early Observations

Finally, we compare our method to the standard auto-regressive
models based on early measurements (e.g. [13, 16, 17]). Re-
call that early-measurements methods rely on the existence



(a) Performance of nearest-neighbors method
NN (continuous line) vs. topic-based method
T (dashed line)

(b) Performance of combined NN+T method
(continuous line) vs. topic-based method alone
(dashed line)

(c) Comparison of NN, T, and NN+T with a
fixed 𝜃 = 0.2

Figure 3: Article popularity prediction using the nearest-neighbors method (NN), the topic-based method
(T), and a combined method (NN+T). The first two plots vary 𝜃 ∈ {0.05, 0.1, 0.2, 0.3}. The last plot fixes 𝜃 = 0.2.

Figure 4: Predicting visits using nearest neighbors,
observed topic volume, and predicted topic volume.
𝜃 is set to 0.1.

of a strong correlation between early and later times ob-
served popularities, logarithmically transformed [17]. The
forecasting formula of such a model is given below:̂︀𝑉𝑎(𝑡𝑎 + ℎ2) = 𝛼+ 𝛽𝑉𝑎(𝑡𝑎 + ℎ1) + 𝜀(ℎ2, ℎ1) (6)

Where 𝑡𝑎 is the publication time of article 𝑎, ̂︀𝑉𝑎(𝑡𝑎 + ℎ2)
is the predicted future popularity of article 𝑎 at time 𝑡𝑎 +
ℎ2, 𝑉𝑎(𝑡𝑎 + ℎ1) is the popularity observed at time 𝑡𝑎 + ℎ1,
and 𝜀(ℎ2, ℎ1) is the noise term. Results of predicting the
popularity of articles at three days (ℎ2 = 3𝑑𝑎𝑦𝑠) at different
early-measurements periods (ℎ1 ∈ {5𝑚𝑖𝑛, 1ℎ, 6ℎ}) are shown
on Figure 5. We observe that our method yields an error rate
on the same scale as methods that use early observations.
There is a smooth transition between the error rate resulting
from our method (which can be used before publishing the
article), and the error rate resulting from methods that use 5
minutes, 1 hour, or 6 hours of early observations. On average,
our method yields a MAPE of 11.47%, while early predictions
after 5 minutes, 1 hour and six hours obtain error rates of
9.59%, 6.83%, and 4.75% respectively. In the news domain,
it is not realistic that an editor would publish a news article
just to verify if it will have a large impact or not. Once a news

is published, it can not be withdrawn without compromising
reputation. Hence, our method provides a unique competitive
advantage over the early-measurements-based methods.

Figure 5: Visits prediction using our method, com-
pared to methods using early measurements. The
threshold 𝜃 is set to 0.1.

6 CONCLUSIONS

Predicting the popularity of an article before its date of pub-
lication requires combining content-based methods, which
capture the article’s communicative frame, with time series
methods, which capture the evolution of people’s attention
around different issues. Our approach successfully combines
two dimensions in the forecasting of visits for an article: the
popularity of similar articles of recent issue, and the popular-
ity of the topics that the article treats. More specifically, we
have shown that an integration of these two dimensions rivals
the performance of each dimension on its own. In future work,
we will integrate information about sources, potential reach,
as well as possible sources of competition for attention (e.g.
similar articles on the same day), as a way of increasing the
accuracy and robustness of the approach we have presented.
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