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ABSTRACT
Automatically extracting information from social media is challenging given that social content is often noisy, ambiguous, and inconsistent. However, as many stories break on social channels first before being picked up by mainstream media, developing methods to better handle social content is of utmost importance. In this paper, we propose a robust and effective approach to automatically identify microposts related to a specific topic defined by a small sample of reference documents. Our framework extracts clusters of semantically similar microposts that overlap with the reference documents, by extracting combinations of key features that define those clusters through frequent pattern mining. This allows us to construct compact and interpretable representations of the topic, dramatically decreasing the computational burden compared to classical clustering and k-NN-based machine learning techniques and producing highly-competitive results even with small training sets (less than 1'000 training objects). Our method is efficient and scales gracefully with large sets of incoming microposts. We experimentally validate our approach on a large corpus of over 60M microposts, showing that it significantly outperforms state-of-the-art techniques.
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1 INTRODUCTION
Social media—and in particular Twitter—have reshaped the news industry. Billions of users (2.8 Bn - wearasocial.com) contribute live updates on events that are happening in their vicinity using various social media platforms, thus allowing not only journalists but also citizens or stakeholders to follow breaking news in near real-time. A number of activities such as journalism, activism, or disaster recovery can be facilitated by means of social media [39]. However, extracting relevant information from social media in a reliable and efficient manner still remains a challenge.

In this paper, we tackle the problem of efficiently identifying documents that are relevant to a given query. A query in our context is represented by a small set of textual documents that are relevant to a specific topic of interest. As a particular instance of this problem, we focus on extracting microposts that are relevant to a given event in the following.

Several methods have been proposed for this problem, we summarize them in Section 2. One approach is to apply some semantic matching (e.g., edit distance or lexical overlap) between the description of the event and a series of microposts. In general, such methods identify messages that are similar to the query of interest, but are computationally expensive and yield a poor recall, i.e., fail to produce comprehensive results. Another approach is to leverage knowledge bases, thus taking into account semi-structured or unstructured descriptions of well-known entities and events in the matching process. In such approaches, however, domain-specific knowledge is generally underrepresented. Finally, a number of classification and clustering approaches have been proposed recently for this problem. These approaches are typically computationally expensive, require a well-defined and accurate metric of similarity between two texts, and usually require a large corpus of labeled data, thus limiting their potential domain of application.

We propose a novel methodology that is both efficient and requires a very small labeled training set while performing on par with methods that utilize much larger training datasets or that are computationally very expensive. Specifically, we propose a technique based on frequent itemsets (patterns) extracted from the query. We measure the distance between various query items to extract the patterns. Specifically, we leverage text similarity metrics that rely on word embeddings that are pre-trained on very large...
collections of microposts. Our solution is task-independent and is evaluated on the complex task of event extraction from social media streams. We show that our method outperforms state-of-the-art baselines (lexicon, embedding similarity, k-nearest neighbors and classification based on word embeddings) and that is it computationally efficient compared to instance-based (k-NN) approaches. Broadly speaking, we show how syntactic or semantic clustering can be efficiently replaced by semantic pattern extraction for event detection.

Our contribution. We present a new method for filtering microposts that match a specific query. The query is a textual description of the topic of interest; in our running example and in our experiments, this topic of interest is an event. Based on this description, our method automatically generates a small seed set of microposts, based on text similarity. Then, we apply frequent pattern (itemset) mining on the seed set. Among the extracted patterns, we select those that are associated with semantically homogeneous groups of microposts. These patterns (called topical patterns) are then compared to an incoming stream of messages in order to select all microposts matching the query. Our technique is presented in detail in Section 4.

In summary:
- we describe an efficient solution requiring minimal annotations to filter and identify microposts that are relevant to a given query;
- we present an extensive evaluation with multiple baselines and show that our approach outperforms them over a large dataset of 3TB of Twitter messages spanning two years;
- finally, we release the source code of our technique as well as a collection of annotated event messages for different classes of events.

The rest of the paper is organized as follows. We start with an overview of related work in Section 2. We describe our process for collecting the data from social media as well as identifying seed messages related to the events in Section 3. We present our topical document extraction model and compare it to existing models in Section 4. We experimentally evaluate the models and discuss them in Section 5. Finally, we summarize our results and outline future work in Section 6.

2 RELATED WORK

Extracting online content based on a query is challenging and typically requires large amounts of annotated data to build supervised models [3, 5, 9, 15, 32, 41]. In some cases, the query is not known a priori and is only implicitly represented through a set of documents that are relevant to a topic of interest [17, 18, 20]. Similarity-based approaches tend to be inefficient [8] and difficult to scale.

Another approach to tackle the topical document detection problem is to rely on content clustering and topic modeling (see Table 1). However, these approaches work best for document extraction relating to past events (thus, specific details about the event are known and can be used for the extraction) and are hard to adapt to a stream processing context (where neither particular details nor dates are known ahead of time). A number of techniques leverage a lexicon that can effectively and accurately represent a given topic, yielding a high precision but a rather low recall. Olteanu et al. [27], for instance, uses pseudo-relevance feedback to improve recall for the lexicon-based methods, which however hampers their capacity to detect new events [31]. [38] leverages semantic analyses and ontologies to detect complex events with a high precision. Finally, a range of new deep learning architectures have been recently proposed to both represent the document in a semantic space as well classify the documents by topics based on their vector space representation [17, 18, 20]. Such methods are supervised and require a large corpus of annotated data.

Contrary to the various methods described in Table 1—such as classification methods requiring a substantial amount of annotated data, or methods based on query similarity that require pairwise similarity comparisons between the query text and the input data—we propose a method that is more efficient and accurate, and achieves high performance even with very small training sets.

3 DATA COLLECTION AND SEED EXTRACTION

In this section, we introduce the data sources we use and our data collection process (Section 3.1), explain how seed messages describing the events are extracted (Section 3.2), and describe the data annotation process that is used to evaluate the quality of our results (Section 3.2).

3.1 Data Collection

The topics we use in our examples correspond to large-scale events that are covered widely by international media. Specifically, we focus on terrorist attacks: uses of violence to create fear, for ideological purposes, and aimed at civilians or noncombatant targets [24]. We create a database of attacks by integrating information from Wikipedia and from the Global Terrorism Database (GTD).

Wikipedia data.1 We crawled all attacks in 2014 and 2015, which are available on 24 separate pages indexed by month, and contain information on 650 events. This list applies the definition of violence from a non-state actor, without considering the restriction of being against civilians. Hence, three authors of this paper manually annotated the events to discard those perpetrated against combatants or armies. The attack was added to the database when the agreement between the annotators was 100%. A total of 592 events were selected and are listed on Table 2, along with information on the country and type of the attack as described on Wikipedia.

Global Terrorism Database (GTD).2 GTD contains over 15K records from the same period, including minor and major incidents involving civilians. The GTD dataset was created to enhance the initial descriptions we obtained from Wikipedia. We use GTD and Wikipedia attack descriptions as the input queries.

Twitter data. We performed a rate-limited data collection from Twitter, collecting up to 5%3 of all microposts (tweets) posted during 2014 and 2015 using Twitter’s Streaming API. The dataset resulted in over 3TB of data, out of which 60M tweets were posted in English.

2 Information from Wikipedia contains a variety of metadata, including the location and date, a summary of the event, the number of casualties, and the suspected perpetrator.
3https://www.start.umd.edu/gtd/
4 Twitter accounts were requesting Twitter Streaming API during the 2 years.
Table 1: Overview of the most prominent approaches and applications of topic tracking on social media.

<table>
<thead>
<tr>
<th>Country</th>
<th>Bombing</th>
<th>Attack</th>
<th>Shooting</th>
<th>Raid</th>
<th>Events</th>
<th>Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iraq</td>
<td>84</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>90</td>
<td>811</td>
</tr>
<tr>
<td>Israel</td>
<td>3</td>
<td>55</td>
<td>9</td>
<td>13</td>
<td>84</td>
<td>1001</td>
</tr>
<tr>
<td>Nigeria</td>
<td>48</td>
<td>5</td>
<td>6</td>
<td>72</td>
<td>2408</td>
<td></td>
</tr>
<tr>
<td>Afghanistan</td>
<td>42</td>
<td>3</td>
<td>3</td>
<td>53</td>
<td>657</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>39</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>31</td>
<td>3189</td>
</tr>
<tr>
<td>Egypt</td>
<td>25</td>
<td>2</td>
<td>3</td>
<td>31</td>
<td>344</td>
<td></td>
</tr>
<tr>
<td>Yemen</td>
<td>19</td>
<td>2</td>
<td>0</td>
<td>22</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td>Syria</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>483</td>
<td></td>
</tr>
<tr>
<td>Somalia</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>18</td>
<td>251</td>
<td></td>
</tr>
<tr>
<td>Cameroon</td>
<td>10</td>
<td>0</td>
<td>4</td>
<td>15</td>
<td>76</td>
<td></td>
</tr>
</tbody>
</table>

We relied on the NLTK python library to detect the language. This is the dataset over which we all extraction techniques are evaluated in the following.

3.2 Seed extraction

Our method leverages a small set of seed microposts (training dataset) that are later used to extract patterns to determine which microposts should be selected. This training dataset is directly provided to the method described in Section 4. Since we have at our disposal a database of attacks along with their description (see above), we use this information to the seed microposts. As shown in [18], TF-IDF-based similarity metrics perform on-par with complex semantic similarities. Thus, to extract an initial set of relevant microposts, we apply a TF-IDF-based algorithm. The algorithm identifies whether a micropost describe any of the attacks in the database.

To set the similarity threshold \( \theta \) between the event descriptions and the microposts, we manually annotated (as described in the Annotation paragraph below) a random sample of 300 tweets related to some attack for various thresholds. As a result, we picked the threshold to \( \theta = 0.27 \) as this value yields the best precision (95%) on our sample.

In total, we obtained 17,093 seed microposts related to terrorist attacks. Table 3 shows some examples of attack descriptions and the related microposts.

**Data annotation** We adopt a consistent process to annotate the microposts and to determine the quality of our results (Section 5). Specifically, two authors of this paper manually annotated the relevance of the microposts selected by the algorithm (or by any of the baselines).

4 METHOD DESCRIPTION

This section describes the method we propose to filter relevant microposts for a given query. Our method first represents each
input query by a seed set; it mines “topically homogeneous” patterns from the seed set. The patterns are then placed into an index which is used for efficient filtering, i.e., to select the microposts that contain a pattern and are hence relevant to the input query. We give an overview of the whole method in Section 4.1. Next, we describe the text similarity metric (Section 4.2) and pattern extraction approach (Section 4.3). Finally, we compare this approach to alternative clustering methods in Section 4.4.

### 4.1 Overview

Figure 1 outlines the major steps of our approach, which combines two key insights: (1) an appropriate distance metric can be leveraged to estimate their topical similarity between microposts, and (2) we can take the best of two worlds by using pattern extraction techniques to combine both supervised and unsupervised learning.

**Similarity metric adjustment.** The only part of the process that requires human supervision is the selection and the adjustment of the distance metric between documents, which has to be performed once per corpus – in the present case just once as there is a single input corpus containing all microposts.

The metric adjustment assumes the following:

- all possible pairs of documents (microposts) existing in the input corpus belong to one of the following classes: identical \((x, y_{ident})\), similar \((x, y_{similar})\), topically related \((x, y_{related})\), or unrelated \((x, y_{unrelated})\).
- there exists a distance metric \(d\) that defines the following order on the pairs of documents:

\[
\begin{align*}
    d(x, y_{ident}) &< d(x, y_{similar}), & d(x, y_{similar}) &< d(x, y_{related}), \\
    d(x, y_{related}) &< d(x, y_{unrelated})
\end{align*}
\]

If these two assumptions hold, we can determine a threshold \(d_{related}\) that separates pairs of topically related documents from unrelated pairs of documents. Fortunately, there is a large body of literature on this topic and we do not need to invent a new text similarity metric. The threshold value \(d_{related}\) can then be estimated empirically on a validation set, for a target type of documents (in this paper, microposts). Details on this step are provided next in Section 4.2.

**Pattern mining.** We extract frequent patterns (itemsets) from the seed microposts and use them to filter the input to produce a larger set of relevant microposts. Given that there might be many such patterns potentially (with many patterns not representing any relevant subset of microposts), we need to filter those patterns. Towards that goal, we note that a relevant pattern induces a topically homogeneous set of microposts.

We call a pattern *topically homogeneous* if all the microposts that it matches are topically related to each other. To measure topical homogeneity, we estimate the expected pairwise distance between a pair of microposts selected by a pattern by randomly

<table>
<thead>
<tr>
<th>Terrorist attack description</th>
<th>TF.IDF similarity</th>
<th>Extracted tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>A suicide bomber attacked a police academy in 5th police district, Kabul city, Kabul province, Afghanistan. In addition to the suicide bomber, 25 people were killed and 25 others were wounded in the blast. The Taliban claimed responsibility for the incident.</td>
<td>0.30</td>
<td>#KCA #VoteJK #ID guardian: Taliban attack parliament building in Kabul with suicide car bomber and RPGs</td>
</tr>
<tr>
<td>Assaults opened fire on Dr. Waheedur Rehman in Dastagir area, Karachi city, Sindh province, Pakistan. Rehman, a Karachi University professor, was killed in the attack. No group claimed responsibility for the incident.</td>
<td>0.33</td>
<td>F.B Area Block-16 Me Firing Se Karachi University Shoba Ablagh-e-Aama Ke Assistant Professor Syed Waheed Ur Rehman S/O Syed Imam Janbahaq.</td>
</tr>
<tr>
<td>The Taliban claimed responsibility for the incident.</td>
<td>0.43</td>
<td>#IS in #Libya claims responsibility for 21 Egyptian #Christians. <a href="http://t.co/328YCLL35">http://t.co/328YCLL35</a> #Egypt #ISIS</td>
</tr>
<tr>
<td>Assailants abducted seven Coptic Christian Egyptians from their residence near Benghazi city in Benghazi district, Libya. The seven Egyptians were killed the same day. No group claimed responsibility for the incident.</td>
<td>0.44</td>
<td>Boko Haram claims responsibility for Kano bomb blast, share photo of the male suicide bomber: B…</td>
</tr>
<tr>
<td>Two suicide bombers opened fire and then detonated inside a classroom at the Federal College of Education in Kano city, Kano state, Nigeria. In addition to the two bombers, at least 15 people were killed and 34 others were injured in the blasts. Boko Haram claimed responsibility for the attack.</td>
<td>0.56</td>
<td>#BREAKING: A rocket from #Gaza hit Sdot Negev Regional Council in southern #Israel. No damage, no injuries</td>
</tr>
</tbody>
</table>

### Table 3: Examples of seed microposts related to the attacks.

**Figure 1: Pipeline overview**
sampling pairs of microposts containing the pattern. If the expected distance is lower than a threshold value \(d_{\text{related}}\) estimated during the similarity metric adjustment step, then the pattern is considered to be topically homogeneous.

Pattern extraction has several benefits compared to other approaches:

1. Unlike most of supervised learning approaches, the performance of our method (especially the precision) depends less on the size of the seed. The resulting accuracy of text selection is boosted by the effectiveness of the distance metric and the selected thresholds.

2. Compared to the instance-based machine learning methods (like k-NN), pattern extraction is more flexible and efficient from a computational perspective. In general, for every new document, k-NN would require computing the distance between this document and all the seed documents, which in the most simple case yields a complexity of \(O(|\text{Docs}| \cdot |\text{SeedDocs}| \cdot \text{AvgWordsPerDocument})\) (if we are using distance metrics that only weigh word overlap of the documents). With large training sets and an elaborate distance metric (like the one we are using in this paper), k-NN rapidly becomes impractical. Another important drawback of k-NN is the necessity of a proper set of negative samples. In the context of topic extraction, one needs to create a set of neighboring topics, which is often a very complex task. Our method on the other hand does not require negative samples. The computational complexity of pattern extraction in general is NP-hard, though limiting the length of the patterns and the textual features dramatically limits the number of possible patterns that can be extracted from the seed documents. With topically homogeneous patterns, we reduce the number of elements to take into account to a few thousands even for large seeds. Every pattern is a conjunction of a limited number (maximum 5 in our case) of textual features. In that case, checking whether a document contains at least one topical pattern can be done in sublinear time (in terms of the size of the text) with proper indexing techniques.

3. Extracted patterns are easy to interpret.

4. The support values of the patterns can be used to rank the documents with respect to their relevance to a topic.

**4.2 Text similarity metric**

Our method requires a metric for measuring text similarity (see above). We picked Word Mover’s Distance (WMD) metric since [18] shows that it performs best for short text semantic similarity. WMD attempts to find an optimal transformation between documents \(d\) and \(d’\). The method is solving the following linear optimization task with constraints:

\[
\text{WMD}(d, d’) = \min_{T \geq 0} \sum_{i}^{n} \sum_{j}^{m} T_{ij} c(i, j) \quad \text{subject to:}
\]

\[
\sum_{j}^{m} T_{ij} = 1/n, \forall i \in \{1, ..., n\}, \quad \sum_{i}^{n} T_{ij} = 1/m, \forall j \in \{1, ..., m\}
\]

where:

- \(n, m\) are the number of words in documents \(d\) and \(d’\),
- \(T_{ij}\) is the weight of word \(i\) (WMD works with nBOW representations of documents, so a word weight is equal to \(1/|d|\) from document \(d\) that is going to be transferred to word \(j\) of document \(d’\), and
- \(c(i, j)\) is the “traveling” cost between words \(d_i\) and \(d’_j\).

In Kusner et al. [18], the traveling cost was selected to be equal to the Euclidean distance between vector representations (in the word2vec embedding space) of words. According to our experiments, however, the Euclidean distance suffers from the so called “curse” of dimensionality for a high-dimensional vector space (over 100 dimensions) as most of the distances end up having similar values. On the other hand, the cosine similarity empirically yields less skewed distance distributions. Hence, we rely on cosine similarity in the following, and the distance metric between words for our method becomes:

\[
c(i, j) = 1 - \frac{X(d_i) \cdot X(d’_j)}{\sqrt{|X(d_i)|^2 \cdot |X(d’_j)|^2}}
\]

where \(X(m)\) is the vector representation of word \(m\). For our method we use the FastText [20] vector model with a dimensionality of 300.

![Figure 2: Relatedness of documents as function of their pairwise distance.](image)

We now assess how WMD values can be leveraged to identify related documents. To identify reliable threshold values for topological similarity in the WMD space, i.e., to determine \(d_{\text{ident}}, d_{\text{similar}}, \text{and } d_{\text{related}}\), we sample document pairs for every WMD value interval from 0.1 to 1.2 with a step of 0.1. The sample sizes were equal to 100, giving us 1’200 document pairs in total. For every WMD interval sample, 2 authors of the paper checked the pairs and labeled them as (1) copies, (2) semantically identical texts, (3) topically related texts, or (4) different texts. The distribution is shown in Figure 2. Based on those results, we selected a WMD value of \(d_{\text{related}} = 0.5\) as threshold for topological similarity. A pair of documents with WMD smaller than 0.5 has a probability of more than 90% to be topically related (as it is close to 80% for WMD=0.5 and increases for lower values of WMD).

\[\text{Robustness tests of various WDM thresholds against short text filtering as presented in Table 6. Threshold of 0.4-0.45 results in low recall (about 1.5-2 times less than for 0.5). Threshold of 0.5-0.6 results in 1.5-2 times higher recall (this improvement reduces for larger training sizes) and lower precision. In terms of F1, 0.5 precedes 0.6 for larger number of training examples and vice versa for smaller number of training examples.}\]
4.3 Pattern extraction

The problem of mining patterns (or associations) from item sets was introduced in [1]. Pattern extraction from text can be formally introduced as follows: Let \( D = i_1, i_2, \ldots, i_m \) be a set of \( m \) distinct attributes (we call these attributes markers in the context of this paper). Each document in a corpus \( T \) has a unique identifier \( TID \) and is associated with a set of markers (itemset). As such, it can be represented as a tuple \(< TID, i_1, i_2, \ldots, i_k >\). A set of markers with \( k \) items is called a \( k \)-itemset. A subset of length \( k \) is called a \( k \)-subset. An itemset is said to have a support \( s \) if at least \( s \) documents in \( T \) contain the itemset. An association rule is an expression \( A \Rightarrow B \), where itemsets \( A, B \subseteq D \). The confidence of the association rule, given as \( \text{support}(A \cup B)/\text{support}(A) \), is the conditional probability that a transaction contains \( B \) given that it contains \( A \).

Originally, the pattern extraction task consists of two steps: (1) mining frequent itemsets, and (2) forming implication rules among the frequent itemsets. In our method we concentrate on the extraction of topically homogeneous itemsets, i.e., patterns that are present in documents that are topically related to each other.

To answer whether a set of documents containing the itemset is topically related, we estimate the mean WMD value between the documents by calculating the average WMD value for a sample of documents pairs. If the resulting value is less than the threshold value for WMD topically relatedness (\( d_{\text{related}} \)), then we consider the set of documents as being topically related.

**Pattern mining algorithm.** Starting with the full dictionary of markers present in the seed microposts, we use the ECLAT algorithm [42] for pattern mining. ECLAT is a scalable (due to initial parallelization) depth-first search family of pattern mining algorithms. The minimum support of an itemset is defined by a minimum sample size of document pairs that is required to reliably estimate the mean of the pairwise distances between documents that contain the pattern. In our case, we chose this value to be more than 40, so that assuming a normal distribution of pairwise distances we will have enough pairs of documents to estimate the mean distance.

To speed-up the process of pattern extraction, we add two pruning criteria. First, we stop growing topically homogeneous itemsets, since all their supersets will be producing subclusters of the current cluster of topically related documents. We also define a maximum pattern length; in our experiments, we only use patterns composed of at most 5 markers.

**Types of attributes.** For this paper we only use two type of attributes - stemmed and lowercased words presented in the text, and synsets (clusters of semantically similar words) that we describe below. For stemming we use the Porter stemmer. We also remove stop words, since their absence helps to significantly reduce the amount of irrelevant patterns.

**Sets of related words (synsets).** We leverage word embeddings constructed as explained in Section 5.1 to construct sets of related words from our Twitter dataset. We call them “synsets” in the following, but note they are not necessarily synonyms of each other, but closely related words. As shown by Schwartz et al. [36], skipgram models in combination with cosine similarity yield similarity estimations on par with more complex state-of-the-art techniques.

### Table 4: Examples of extracted synsets.

<table>
<thead>
<tr>
<th>Seed Synset</th>
<th>Example Synsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>bomb</td>
<td>bombing, bomber, explosives, detonated</td>
</tr>
<tr>
<td>shot</td>
<td>shooting, shoot, shots</td>
</tr>
<tr>
<td>kill</td>
<td>kidnap</td>
</tr>
<tr>
<td>nigeria</td>
<td>kenya, ghana, uganda, benin</td>
</tr>
<tr>
<td>huge</td>
<td>massive, enormous, tremendous</td>
</tr>
<tr>
<td>gas</td>
<td>hydrocarbon, combustion, sulfur, methane</td>
</tr>
</tbody>
</table>

Two authors of the paper manually evaluated several cosine similarity thresholds ranging from 0.5 to 1.0. A threshold of 0.65 resulted in the most coherent pairwise semantic word proximity. For the 30K most frequent words in the whole Twitter dataset, we construct the synsets greedily in a “snowball” fashion, i.e., for each word we identify a set of most semantically similar words; each of those words is then used in turn to find semantically similar words, and so on. Each word is added to the synset if it is similar to at least 30% of the words that are already there, reducing topic drift. Some examples of synsets are shown in Table 4. On average, synsets have 3.6 terms, with a median of 3 terms.

4.4 Patterns vs Clustering: a case of coverage

One may ask whether frequent itemsets cover a significant part of topically-related documents, particularly when compared to potentially higher-recall methods, such as clustering.

![Figure 3: Estimated part of topically-related document pairs that can be covered by patterns](image-url)
5 EXPERIMENTAL RESULTS

To evaluate our approach, we compare it to several baselines (Section 5.1) in terms of precision and relative recall (Section 5.2); results are summarized in Section 5.3 and discussed in Section 5.4.

5.1 Baselines

We compare our methods against a number of state-of-the-art baselines that cover the main approaches for topical document extraction (Section 2). Specifically, we implemented a Pointwise Mutual Information (PMI) based lexicon expansion, and three methods based on word embeddings: a semantic centroid classifier, a FastText similarity ranking technique, and a proximity-based (kNN) method.

These baselines require training data; we use synthetically generated training examples which are nevertheless of high quality. The training examples are obtained using the seed selection method described in Section 3.2, which as discussed is more than 95% precise. We vary the size of the training set available to each baseline from 1 to 10K randomly sampled positive examples. For methods requiring negative examples, we select an equally-sized set of negative examples, which are sampled from all microposts that are not in a seed dataset. The assumption here is that the presence of tweets related to terrorist attacks in the general dataset of tweets is negligibly small, so false negatives will be minimal. However, this heuristic is not appropriate for k-NN, so we had to slightly modify it, as explained below.

For the methods based on word embeddings, we trained a FastText skip-gram model [6] over the 60M English tweets described in Section 3 with default parameters: vector size – 300, window size – 5, negative sampling, minimum words count – 10.

1. Corpus-based PMI. In this paper, we used the PMI-based term scoring method described in Olteanu et al. [27] that measures the difference between the relatedness of a term t to (1) an event class a and (2) a non-event class ¬a. This is defined as follows:

\[
PMI(t) = \log \frac{p(t|a)}{p(t|¬a)} = \log \frac{\text{count}(t, a)}{\text{count}(\text{MARKERS}, a)}
\]

where \(p(t|a)\) and \(p(t|¬a)\) are the probabilities of t appearing in event-related and not event-related microposts, respectively. MARKERS can be any syntactic representation of a text; we use unigrams and bigrams in this evaluation. The top ranked unigrams and bigrams for all the events (terrorist attacks) are shown in Table 5.

2. Semantic centroid classification. As a second baseline, we use a linear classifier trained on the semantic representations of the microposts, as described by Kenter and de Rijke [17]. Every word in the training data is represented by a set of 300-dimensional Web vectors, as described by Kenter and de Rijke [17]. Every micropost is represented as a set of 300-dimensional Web vectors. To evaluate our approach, we compare it to several baselines (Section 3) in terms of precision and relative recall (Section 5.2); results are summarized in Section 5.3 and discussed in Section 5.4.

3. FastText-based similarity ranking. This approach enhances the previous baseline by learning how to combine word embeddings into a text representation as described by Joulin et al. [15]. Thus, the resulting text representations are better to distinguish topical tweets. To find similar tweets, each short text is sent through the classification model so that task-specific embeddings are obtained. Then, the representations of the target tweets are compared (using cosine similarity) to the unlabelled ones. Several similarity thresholds are tested to select the final results; a distance threshold of 1.1 radians results in the best accuracy.
4. k-NN-based on WMD metric. We use the k-nearest neighbors (k-NN) method described in [8]. The distance between each new, unseen element to all training examples is computed using the WMD metric as described in the previous sections.

k-NN requires negative samples in addition to the positive samples. Using as negative examples a sample of documents from the main document corpus will not be helpful in this case. Taking into account the abundance of possible topics in the microblogging space, a small training sample of tweets not related to the target topic cannot guarantee that a topic of a randomly picked document will be present in the training dataset (as this probability will be very small). So, for the majority of documents, all documents from the training dataset are equally far and majority vote provides a nearly random answer.

To avoid this problem and be able to use the k-NN approach (since it is one of the very few methods that can be effective even with small training samples) we modify it so that it can work without negative training samples. The idea is to assign the positive class to the documents that have at least k positive documents from the training seed in their near proximity. We selected K to be equal to 3 (as lower numbers significantly decrease precision) and the radius to 0.5 WMD (according the result that we discussed in the previous section).

5.2 Metrics and their estimation

We report standard information retrieval metrics: precision, recall and F-measure. Precision was evaluated using 3 random samples of 200 tweets each, which were labeled by the authors of this paper with annotators agreement of 95%7, following the procedure described in Section 3.2. Computation of recall is challenging since human annotation of the full corpus of 60M tweets is beyond our resources; thus, we rely on relative recall. Relative recall is computed by taking the union of all microposts that are positively labeled by all methods. We report recall as: $RR_{method} = \frac{TP_{method}}{W_{m}}$, where $RR$ stands for relative recall, and $TP_{method}$ is a true positive rate for a given method. Finally, we report F-measure as follows: $F_{method} = \frac{2 \times P \times RR}{P + RR}$.

5.3 Results

Results are summarized in Table 6. Our method performs better than the baselines in terms of both precision and recall when we allow it to use 5’000 or more automatically selected seeds. Synset-based variation of the attributes also performs better than the baselines in terms of F-measure when we use 100 or more automatically selected seeds. In addition, we compare the results of the micropost extraction task using a less sophisticated approach for the synset generation, e.g. when synsets are generated by using the top-10 most similar words for each of the 30K most frequent words in the dataset. This experiment yields a reduction of 3% and 1% for recall and precision respectively, compared to the results obtained using synsets generated by our method.

5.4 Discussion

Our approach is most similar to the nearest neighbors approach (kNN); indeed, the results of both approaches on small trainings sets are comparable. However, our approach does not have the limitations that kNN has:

- Unlike kNN, we do not require objects with negative class labels. Collecting samples of tweets that are not related to the topic is often impractical, as the number of potential topics to cover can be very large.
- Our method is more robust to large training samples (which are potentially more noisy) and complex distance metrics. Word Mover’s Distance has a computational complexity $O(w^3)\log(w)$, where $w$ is the average length of a document. Multiplied by the size of a training set $|T|$ and the size of the text corpus $|D|$ makes it impractical for large collections. In our case, we were not able to get results for training sets larger than 1’000 documents for kNN, as the extraction process on a cluster of 50 machines was still running after several days.

Empirically, topics are mixtures of sub-topics. Compared to the baselines, our method shows stable performance across all seed sizes. It is noticeably more selective, especially on smaller samples, where the non-kNN methods perform quite poorly. With more seeds, our methods still maintains a high precision and outperforms the baselines in terms of recall. The level of precision is guaranteed by the topical compactness of the extracted patterns, which is a key element of our method. The increase in recall is also expected for higher numbers of seed documents as it allows us to cover more subtopics and consequently more relevant microposts.

One possible reason why the Centroid and FastText approaches do not significantly benefit from growing seed sizes is that they conceptually try to find a clear center in the embedding space that is supposedly the pivot of the topic. This is in contrast to an empirical observation, which shows that each topic is typically a mixture of numerous smaller subtopics that have little overlap between each other. For example, here are several tweets that were considered to be related to terrorist attacks, but that do not have much in common:

(1) “Amnesty International Says Boko Haram Kills Thousands in

7Microposts describing an event from the past lead to the most annotation disagreement, since those were not specifically reflecting an event that has recently happened. We included such examples to the training set.
In this paper we introduced a generic and flexible framework for semantic filtering of microposts. Our framework processes microposts by combining two key features: semantic pattern mining and document similarity estimation based on the extracted patterns.

Compared to the baselines, our method shows stable performance across all document seed sizes. It is noticeably more selective, especially on smaller samples, where the non-kNNS methods perform quite poorly. In particular, our approach leverages word embeddings that are trained on event-specific microposts, thus enhancing the event representation on particular Social Media platforms. Our approach makes no use of external knowledge bases (e.g., WordNet) nor of linguistic tools (parsers) that are computationally expensive. Our empirical results show that our algorithm is efficient and can process high-velocity streams, such as the Twitter stream, in real-time. We demonstrate its efficiency on a large corpus and showed that our topical extraction outperforms state-of-the-art baselines.

Future Work. Our current method of topical pattern extraction uses two attributes that represent the documents: stemmed unigrams and synsets. These attributes can be expanded with potentially more expressive features like n-grams, entity types, etc., thus, the method could adapt to finer topical nuances. To make our approach more efficient, we plan to optimize the pattern extraction process even further. The idea is to apply restrictive pattern growing techniques that prevent the emergence of multiple patterns based on similar sets of documents. Finally, as embeddings are usually highly dependant on the input, mixed embeddings (e.g., trained on both Social Media content and Wikipedia) could be leveraged to make our method more robust.

Data and code availability. Code and anonymized data are available at https://github.com/toluolll/ShortTextFiltering
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