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Why are these similar?

Why are these different?
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Various levels of text similarity

● String distance (e.g. edit distance)
● Lexical overlap
● Vector space model

– A simple model of text similarity, 
introduced by Salton et al. in 1975

● Usage of semantic resources
● Automatic reasoning/understanding
● AI-complete text similarity
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Running example

● Q: "gold silver truck"
● D1: "Shipment of gold damaged in a fire"
● D2: "Delivery of silver arrived in a silver truck"
● D3: "Shipment of gold arrived in a truck"

Which document is more similar to Q?
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Bag of Words Model: Binary vectors

● First, normalize (in this case, lowercase)
● Second, compute vocabulary and sort

– a arrived damaged delivery fire gold in of shipment 
silver truck

a arrived damag
ed

delivery fire gold in of shipment silver truck

Shipment of 
gold 
damaged in 
a fire

1 0 1 0 1 1 1 1 1 0 0

Shipment of 
gold arrived 
in a truck

1 1 0 0 0 1 1 1 1 0 1
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Distance

● Similarity between D1 and D2
– <v1,v2> = 5

What are the shortcomings of this method?

a arrived damag
ed

delivery fire gold in of shipment silver truck

D1.Shipment 
of gold 
damaged in a 
fire

1 0 1 0 1 1 1 1 1 0 0

D2. Shipment 
of gold arrived 
in a truck

1 1 0 0 0 1 1 1 1 0 1
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How important is a term?

● Common terms such as “a”,”in”,”of” don't say 
much

● Rare terms such as “gold”,”truck” say more
● Document Frequency of term t

– Number of documents containing a term

– DF(t)

● Inverse document frequency of term t
–
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Example

● D1: "Shipment of gold damaged in a fire"
● D2: "Delivery of silver arrived in a silver truck"
● D3: "Shipment of gold arrived in a truck"

● |D| = 3
● IDF(“gold”) = ? 
● IDF(“a”) = ?
● IDF(“silver”) = ? 
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Example

● D1: "Shipment of gold damaged in a fire"
● D2: "Delivery of silver arrived in a silver truck"
● D3: "Shipment of gold arrived in a truck"

● |D| = 3

● IDF(“gold”) = log( 3 / 2 ) = 0.176        (using log10)

● IDF(“a”) = log( 3 / 3 ) = 0.000
● IDF(“silver”) = log( 3 / 1 ) = 0.477
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Term frequency

● Term frequency(doc,term) = TF(doc,term)
– Number of times the term appears in a document

● If a document contains many occurrences of a 
word, that word is important for the document

TF("Delivery of silver arrived in a silver truck”, “silver”) = 2

TF(“Delivery of silver arrived in a silver truck”,“arrived”) = 1
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Document vectors

● Di,j corresponds to document i, term j
● Di,j = TF(i,j) x IDF(j)

Exercise:
Write the document vectors for all 3 documents

● D1: "Shipment of gold damaged in a fire"
● D2: "Delivery of silver arrived in a silver truck"
● D3: "Shipment of gold arrived in a truck"

Verify: D1,3 = 0.477; D2,10=0.954
Answer:

http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_answer.pd
f
 

http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_answer.pdf
http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_answer.pdf
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Computing similarity

Image: https://moz.com/blog/lda-and-googles-rankings-well-correlated 

● Each document is a 
vector in the positive 
quadrant

● The cosine of the angle 
between vectors is their 
similarity

https://moz.com/blog/lda-and-googles-rankings-well-correlated
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What is the best document?

Exercise:
● Write the TF·IDF vector for Q
● Compute D1·Q, D2·Q, D3·Q (do not normalize)
● Verify you got these numbers (in a different ordering): { 0.062, 

0.031, 0.486 }
● What is the best document?

Answer:
http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_ans
wer.pdf
 

● Q = “gold silver truck”

http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_answer.pdf
http://chato.cl/2015/data_analysis/exercise-answers/textdistance_exercise_01_answer.pdf
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Pros/Cons

● We are losing information
– Sentence structure, proximity of words, ordering of the words

● How could we keep this?

– Capitalization and everything we lost during normalization
● How could we keep this?

● But
– It's really fast

– It works in practice

– It can be extended, e.g. different weighting schemes 
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Weighting 
schemes

Most documents have some 
structure

This structure allows us to do 
something better than TF

What would you do?
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